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ABSTRACT: Recent advances in machine learning methods offer the opportunity to improve risk assessment and to decipher factors influencing the spatial variability of groundwater arsenic ([As]gw). A systematic comparison reveals that boosted regression trees (BRT) and random forest (RF) outperform logistic regression. The probability of [As]gw exceeding 5 μg/L (approximate median value of Bangladesh [As]gw), 10 μg/L (WHO provisional guideline value), and 50 μg/L (Bangladesh drinking water standard) is modeled by BRT and RF methods for Bangladesh and its four subregions demarcated by major rivers. Of the 109 geo-environmental and hydrochemical predictor variables, phosphorus and iron emerge as the most important across spatial scales, consistent with known As mobilization mechanisms. Well depth is significant only when hydrochemical parameters are not considered, consistent with prior studies. A peak of probability of [As]gw exceedance at ~30 m depth is evident in the partial dependence plots (PDPs) for spatial-parameter-only models but not in the equivalent all-parameter models, suggesting that sediment depositional history explains interdependent spatial patterns of groundwater As—P—Fe in Holocene aquifers. The South region exhibits a decrease of probability of [As]gw exceedance below 150 m depth in PDPs for spatial-parameter-only and all-parameter models, supporting that the deeper Pleistocene aquifer is a low-As water resource.

INTRODUCTION

A common yet unexplained characteristic of groundwater arsenic ([As]gw) spatial distribution is the extensive variability at various spatial scales, as evidenced by local scale studies, with higher sampling densities (≥10⁻² per km²) and basin scale studies with lower sampling densities (≤10⁻² per km²). Understanding what factors influence the spatial variability across spatial scales is of interest because elevated concentrations of geogenic As in groundwater at levels above 10 μg/L, the World Health Organization’s (WHO) provisional guideline value for drinking water, have been detected in more than 70 countries, with up to 220 million people at risk of exposure based on a machine learning model. Chronic exposure to drinking water As, a known carcinogen, is associated with a range of cancer and noncancer health outcomes. Bangladesh where an estimated 45 million people are exposed to >10 μg/L As is facing a severe human health toll of an arsenic-related mortality rate of 1 in every 18 adults.12,13

Logistic regression (LR) has been frequently used to model the spatial distribution of probability of [As]gw exceedance and to estimate the population at risk of exposure to elevated As in groundwater at global and regional scales (10⁸ km²) across New England, Southeast Asia, including Pakistan, China, and continental United States, as well as at smaller scales (10⁵–10⁶ km²) for central Maine, South Louisiana, and the Central Valley of California. An LR model in Southeast Asia including Bangladesh also illustrated the association between As occurrence and Holocene deltaic and organic-rich deposits. This apparent association is believed to be driven by sluggish flow and reducing conditions favoring As mobilization in such aquifers at regional scales, although at local scales mechanisms of As mobilization could involve pyrite oxidation. Further, inclusion of hydrogeochemical parameters to LR models has been shown to not only improve the model performance in central Maine but also to offer insights into common drivers that are important explanatory variables.
for the spatial patterns of groundwater arsenic and its mobilization.

Although the linkage between geo-environmental parameters used as predictor variables and \([\text{As}]_{gw}\) can be captured\(^{21,27}\) by the LR models, the model performance is often less than satisfactory due to the coarse spatial resolution of most parameters.\(^{15,20}\) Logistic regression also has a weakness in the assumption of independence of all explanatory variables, which in reality are often correlated.\(^{16−18,20}\) Among prior studies that have employed traditional methods such as correlation analysis, linear regression, and generalized linear regression, poor model performance is also common.\(^{28−30}\) Novel weak-learner ensemble regression tree models utilized in ecology studies\(^{31,32}\) have shown less influence by the parameter multicollinearity and demonstrated improved model performance.\(^9\) A recent boosted-tree model has resulted in improvements for modeling groundwater As distribution in the Central Valley.\(^{23}\) However, research is needed to understand the reason for this improvement through a systematic comparison of methods. Only a few studies have attempted to characterize the still enigmatic spatial patterns of groundwater As at various spatial scales (10\(^{-3}\)–10\(^{6}\) km\(^2\)) through statistical spatial models.\(^{33,34}\) A classification and regression tree (CART) analysis of 40,215 data points of groundwater As and 30 additional chemical parameters has identified aridity, pH, iron, and phosphate as significant controlling factors for groundwater arsenic at national and regional scales in the United States.\(^{35}\) Much remains to be done to elucidate factors regulating spatial patterns of groundwater As.

Given the potential advantages of machine learning methods and that hydrochemical parameters have not previously been considered in LR models for As in Bangladesh, this study set out first to systematically compare the performance of a traditional method backward logistic regression (BLR) with those of machine learning methods (BRT and RF) to determine which method is better suited for risk assessment. Second, spatial-parameter-only models (including all geo-environmental parameters but excluding hydrogeochemical parameters) and all-parameter machine learning models are constructed for both national and regional scales of Bangladesh.

Figure 1. Probability of groundwater arsenic concentration (\([\text{As}]_{gw}\)) exceeding the WHO provisional guideline value for arsenic in drinking water of 10 \(\mu\text{g}/\text{L}\) in Bangladesh obtained by (A) backward logistic regression (BLR), (B) kriging, and (C) boosted regression trees (BRT). The difference between the probability based on the BLR spatial-parameter-only model prediction (A) and kriging (B) is shown in (D), while that between kriging (B) and the BRT spatial-parameter-only model prediction (C) is shown in (E). (E) Map of \([\text{As}]_{gw}\) of 3538 wells in Bangladesh surveyed by BGS and DPHE (2001).\(^4\) The blue, green, yellow, and red dots represent \([\text{As}]_{gw}\) \(\leq 5 \mu\text{g}/\text{L}\), 5–10 \(\mu\text{g}/\text{L}\), 10–50 \(\mu\text{g}/\text{L}\), and >50 \(\mu\text{g}/\text{L}\), respectively. The data-sparse Chittagong Hill tract in SE Bangladesh has been excluded from kriging (B) and thus comparison with models (D) and (F).
with respect to three As thresholds of 5, 10, and 50 μg/L. Comparison of controlling factors including hydrogeochemical processes across scales improves confidence in underlying mechanisms for As spatial distribution, with implications for As mitigation policy. Finally, interpretation of the modeling results builds on a new understanding of Holocene sediment depositional history to illustrate its influence on groundwater As spatial patterns in Bangladesh. Because of the worldwide occurrence of geogenic As in groundwater, the finding has implications for improving risk assessments through machine learning and understanding of As mobilization in aquifers with similar hydrogeological settings.9

## MATERIALS AND METHODS

**Arsenic Data.** The groundwater hydrochemical dataset (n = 3,538) with 20 parameters including well depth, concentration of groundwater As ([As]gw, Figure 1), iron (Fe), and phosphorus (P) was obtained ca. 2000. Measured [As]gw was converted to binary [As]gw exceedance using threshold values of 5 μg/L (similar to the Bangladesh [As]gw median of 3.8 μg/L, Table 1), 10 μg/L (WHO provisional guideline value), and 50 μg/L (Bangladesh drinking water standard), respectively, and used as the dependent variable for further analysis and modeling. The national dataset was divided into four subdatasets for four regions (Figure 1) demarcated by three major rivers (Brahmaputra, Ganges, and Meghna): the South region (n = 1,567), median [As]gw 16.0 μg/L, Northeast (n = 796, median [As]gw 11.6 μg/L), Northwest (n = 858, median [As]gw 1.0 μg/L), and the Barind and Madhupur Tracts (n = 317, median [As]gw <0.5 μg/L) (Table 1). In the uplifted Pleistocene Barind and Madhupur Tracts, [As]gw was >5 μg/L in 4% of samples, with 1% >10 μg/L. Therefore, the data from the Tracts were not analyzed further. A South-Shallow depth (<150 m) was also analyzed. The distribution of As is skewed, with the percentage of samples above three thresholds decreasing from the South-Shallow to the Northeast to the Northwest (Table 1). The percentage of samples of [P]gw >0.8 mg/L (Table 2a) and of [Fe]gw >1.2 mg/L (Table 2b) also followed this order.

**Kriging.** Probability kriging (Geostatistical Analyst in ArcGIS 10.5) was applied to the BGS and DPHE dataset to interpolate the probability of As exceeding the three thresholds of 5, 10, and 50 μg/L (Figure S5). Probability kriging (Supporting Information (SI) Text S4) considers spatial autocorrelation of groundwater As and cross-correlation with other variables. Prior studies using the same dataset39 have shown that the kriged As distribution was able to capture the spatial variation at 3–150 km scales. Therefore, the kriged probability map was used as a benchmark to compare with maps from machine learning model predictions (Figure 1).

**Predictor Variables.** A total of 90 geo-environmental spatial parameters that encompass topography, soil, climate, and geology factors available at various spatial resolution (Table S1) are used as predictor variables in the spatial-parameter-only models. These geo-environmental spatial parameters were chosen to represent multifaceted processes that might affect As mobilization and to include parameters (n = 30) of a prior LR model16. All-parameter models used a total of 109 parameters, adding 19 hydrochemical parameters from the BGS and DPHE dataset to 90 spatial parameters.

**Comparison of Logistic Regression and Machine Learning Methods.** National all-parameter models for the threshold level of 10 μg/L were constructed specifically to compare methods (Figure S1). The dataset was randomly split into training and testing sets at a ratio of 7:3 while maintaining the same [As]gw exceedance rates, and this was repeated 1000 times for BLR, BRT, and RF model runs. A stepwise backward method of LR (BLR) is implemented similar to a prior LR model16 but started with an expanded and updated set of 109 parameters. The glm and step function were used, with one parameter removed each step (stepwise) to reach the minimum Akaike’s information criterion value (AIC, an estimate of the quality of a model relative to other models). BRT and RF methods are described later. A probability cutoff (or cut point) of 0.50 is used. Prior studies have evaluated cutoffs of 0.2 and 0.5 for continental USA38 as well as the statistically determined cutoffs of 0.57 and 0.72 for a global model,9 with the low cutoff of 0.2 resulting in too many false positives and the high cutoff of 0.72 resulting in too many false negatives.

### Table 1. Descriptive Statistics of Groundwater Arsenic Concentration in Bangladesh and Five Regions Reported by BGS and DPHE, 2001, and the Relative Importance Scores of the Top Two-Ranked Parameters in All-Parameter and Spatial-Parameter-Only BRT Models

<table>
<thead>
<tr>
<th>region</th>
<th>number of samples</th>
<th>area (km²)</th>
<th>[As]gw median (μg/L)</th>
<th>[As]gw mean (μg/L)</th>
<th>[As]gw max (μg/L)</th>
<th>percentage of samples &gt;5 μg/L (%)</th>
<th>percentage of samples &gt;10 μg/L (%)</th>
<th>percentage of samples &gt;50 μg/L (%)</th>
<th>rel. importance score BRT all-models</th>
<th>rel. importance score BRT spatial models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nation</td>
<td>3538</td>
<td>147 570</td>
<td>3.8</td>
<td>55.0</td>
<td>1660</td>
<td>47.9</td>
<td>42.1</td>
<td>24.9</td>
<td>P (100), Fe (65)</td>
<td>depth (100), Dis2Meg (77)</td>
</tr>
<tr>
<td>South</td>
<td>1567</td>
<td>78 676</td>
<td>16.0</td>
<td>94.4</td>
<td>1660</td>
<td>59.9</td>
<td>54.6</td>
<td>39.2</td>
<td>Fe (100), depth (30)</td>
<td>depth (100), B ranges (25)</td>
</tr>
<tr>
<td>South-Shallow (&lt;150 m)</td>
<td>1259</td>
<td>78 676</td>
<td>47.1</td>
<td>118.8</td>
<td>1660</td>
<td>72.4</td>
<td>67.1</td>
<td>48.7</td>
<td>P (100), Fe (42)</td>
<td>Depth (100), I-B ranges (100)</td>
</tr>
<tr>
<td>Northeast</td>
<td>858</td>
<td>29 884</td>
<td>11.6</td>
<td>39.5</td>
<td>573</td>
<td>63.7</td>
<td>55.4</td>
<td>25.3</td>
<td>P (100), Fe (42)</td>
<td>DI2Bra (100), depth (80)</td>
</tr>
<tr>
<td>Northwest</td>
<td>796</td>
<td>26 282</td>
<td>1.0</td>
<td>15.5</td>
<td>708</td>
<td>27.5</td>
<td>21.9</td>
<td>7.5</td>
<td>Fe (100), P (50)</td>
<td>DI2Bra (100), depth (47)</td>
</tr>
<tr>
<td>Tract</td>
<td>317</td>
<td>12 728</td>
<td>&lt;0.5</td>
<td>1.0</td>
<td>21.2</td>
<td>4.4</td>
<td>1.3</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The relative importance score is relative to the highest ranked parameter, with its value set to 100. Here, only >10 μg/L threshold modeling results are listed with the rest in Tables S7 and 8. DI2Meg, DI2Bra, and I-B ranges are the distance to the Meghna river, the distance to the Brahmaputra river, and the Indo-Burman ranges, respectively. "Tract areas are not modeled due to a low [As]gw exceedance rate. The minimum [As]gw for all areas is <0.5 μg/L."
Because the ensemble tree models (BRT and RF) do not make assumptions of data distribution or independency like the BLR, they have been shown to capture the interaction of parameters with stronger performance on datasets with multiple parameters. To verify this, the performance of each method was evaluated via four comparison statistical measures, accuracy, sensitivity, specificity, and the area under the curve (AUC) of receiver operator characteristics (ROC). There are true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN) in the predictions. Accuracy is the proportion of true prediction or TP/(TP + FP). Sensitivity is TP/(TP + FN), while specificity is TN/(TN + FP). Created by plotting the true positive rate (sensitivity) against the false positive rate (1-specificity), the AUC of ROC evaluates the ability to distinguish classes above or below certain thresholds.

**Machine Learning Models.** A total of 112 models, S6 boosted regression trees (BRT) and S6 random forest (RF) models, using S, 10, and 50 μg/L thresholds were constructed for the national and four regional datasets, respectively (Figure S1). All datasets were again randomly split into training and testing sets at a ratio of 7:3. The BRT models in booting decision trees were built in a stagewise fashion, starting with a testing sets at a ratio of 7:3. The BRT models in booting improve the model accuracy in each loop. In RF bagging generating new trees serially along the steepest descent to S1). All datasets were again randomly split into training and testing sets at a ratio of 7:3. The BRT models in booting decision trees were built in a stagewise fashion, starting with a single tree fitting for the entire training dataset, and then generating new trees serially along the steepest descent to improve the model accuracy in each loop. In RF bagging decision tree models, each tree was generated concurrently and independently to fit a random bootstrap-resampling set of training data with a random subset of the parameters, followed by combining the trees by majority to give a representative output of all individual trees. The GBM and random Forest packages in R were used for the BRT and RF models, respectively.

A 10 times repeated 10-fold cross-validation (CV) was used to tune BRT and RF models using the AUC of ROC. For BRT models, all four hyperparameters were tuned for 9 models (see the SI for details). This tuning exercise found that if two boosting structure hyperparameters n.trees and shrinkage are set to 1000 and 0.005, respectively, tuning the other two hyperparameters can achieve excellent and comparable performance. Thus, only interaction.depth (the maximum depth of variable interactions, 10, 15, 20, and 25) and n.minobsinnode (the minimum number of observations in terminal nodes, 10, 15, 20, 25, and 30) were tuned for all S6 BRT models. For S6 RF models, ntry (number of variables randomly subsampled, 5−20) was tuned. The caret package was utilized for tuning.

**Partial Dependence Plot (PDP).** The PDP is used to show the marginal effect that one or two features have on the predicted outcome of a machine learning model. Here, the predicted outcome is the probability of As exceedance and the features are the predictor variables with high importance scores: Fe, P, and depth. Comparisons of PDPs of all-parameter and spatial-parameter-only BRT models are used to infer hydrochemical and sediment depositional processes controlling [As]gw spatial patterns across scales.

**Importance Score.** To identify the controlling factors for [As]gw spatial patterns across scales, the importance score was calculated for the three thresholds in national and regional models. For each predictor variable, the relative importance score normalized to the highest scored parameter assigned to a value of 100 is reported (Tables S7 and S8). Classification models tend to overvalue the fitting accuracy of the majority class. Therefore, preprocessing of the training dataset to reduce its skewness, or oversampling (see the SI for details), has been applied in 26 BRT and 26 RF models solely to calculate the importance score (Figure S1).

### RESULTS AND DISCUSSION

**BRT and RF Are Better than BLR for Modeling Bangladesh Groundwater As.** Unlike data in other scientific disciplines, geoscience data are frequently spatial with autocorrelation and tend to form spatial clusters. Predictive models based on spatial data are more sensitive to the partition of training and testing datasets and tend to have significant variances due to either low data density or uneven distribution. But systematic evaluation of the effect of potentially large variances in random splitting of training and testing datasets is lacking and is hence attempted here. A prior LR model for Bangladesh displayed a training accuracy of 70% and a testing accuracy of 63%. Here, the accuracy, sensitivity, specificity, and AUC of ROC of the ensemble tree methods RF and BRT applied in all-parameter and spatial-parameter-only national models outperformed similarly constructed BLR models (Figure 2). These four measures of model performance were also more variable for BLR than those of RF and BRT (Figure 2).

![Figure 2. Four statistic measures, accuracy, sensitivity, specificity, and the area under curve (AUC) of the receiver operator characteristics (ROC) are shown from left to right to compare the performance of the BLR, RF, and BRT methods for modeling the probability of [As]gw > 10 μg/L with a 70−30% split in training and testing datasets.](https://dx.doi.org/10.1021/acs.est.0c03617)
under- or overestimations in smaller magnitude, while the BLR-predicted map underestimates the exceedance probability for many parts of Bangladesh (Figure 1). The most notable improvement of the BRT-predicted probability lies in southwestern Bangladesh and parts of northeastern Bangladesh when compared with the BLR method (Figure 1). The RF spatial-parameter-only model-predicted maps of $[\text{As}]_{gw}$ exceeding 5, 10, and 50 $\mu$g/L are similar to those by BRT (Figure S5). Such improved risk assessment maps are consistent with the superior performance of machine learning methods over logistic regression (Figure 2). Because the $[\text{As}]_{gw}$ dataset (Table 1) has a high degree of skewness of 3.76, BRT displays comparable specificity but better testing sensitivity than RF for most national and regional models across scales (Table S6 and Figure S10).

Whenever possible, predictive models are recommended for $[\text{As}]_{gw}$ risk assessment to complement interpolation-based methods. Because the “true” $[\text{As}]_{gw}$ distribution and the mechanisms for the spatial patterns remain elusive across spatial scales, multiple approaches are warranted to improve confidence. Model-generated maps consider interactions of multiple parameters, so a comparison of assessments from interpolation such as kriging and from models can shed light on the underlying mechanisms—this is discussed later. Yu et al.\textsuperscript{33} have examined the changes in the variance of the variogram in the same BGS and DPHE\textsuperscript{7} dataset by subdividing the entire Bangladesh to 34 geologic–geomorphic regions and detrending of depth. They demonstrate that the spatial variance of $[\text{As}]_{gw}$ depends on the geologic–geomorphic unit and depth. This is what has motivated this study to construct models at regional scales to take advantage of this critical understanding, which has not previously been considered in the risk assessment modeling of Bangladesh.

Risk assessment of As concentrations is also helpful but not attempted here. Artificial neural network (ANN) and support vector machine (SVM) methods have been used to predict As concentration,\textsuperscript{51–53} as well as to predict the probability of $[\text{As}]_{gw}$ exceedance.\textsuperscript{54} However, these methods require high data density because low data density leads to underfitting or aggravates overfitting.\textsuperscript{52,53}

Importance of Well Depth across Scales Based on Spatial-Parameter-Only Models. In BRT and RF spatial-parameter-only models, well depth emerged as the parameter with the highest importance score at national and most regional scales (Figure 3), and the distance to one of the major rivers usually was another parameter ranked among the top two in models across scales (Tables 1 and S8).

The PDPs showed the marginal effects of the influence of important parameters on the estimation of the probability of $[\text{As}]_{gw}$ exceedance. The PDPs of well depth for the South region resembled that of the entire Bangladesh, with a large decrease at 150 m (Figure 3A,C), consistent with the well-known depth trend of $[\text{As}]_{gw}$.\textsuperscript{4} This highlights 150 m as an important depth control of $[\text{As}]_{gw}$ in southern Bangladesh where 308 or $\sim$20% of wells out of 1567 wells are from >150 m depth (Table 1). The 30 m local maximum of the probability of $[\text{As}]_{gw}$ exceedance was evident in regional spatial-parameter-only models for the South-shallow and the Northeast but not the Northwest (Figure 3C), suggesting that the 30 m local maximum in the three national models (Figure 3A) reflects features mostly in the South and the Northeast regions that consist of Holocene fluvial and deltaic aquifers.

Regional depth profiles of $[\text{As}]_{gw}$ and exceedance probability (Figure S2) support the features in PDPs.

All-Parameter Models Reveal that P and Fe Influence As Spatial Distribution across Scales. In BRT and RF all-parameter models, groundwater phosphorus and iron are consistently scored as the two most important across most scales except for the South region (Table 1 and Figure 4). In BRT all-parameter models at the national scale (Figure 4A), groundwater P scored 100 or the highest importance. The relative importance score of groundwater Fe was second only to P and was 77, 65, and 19 in the same BRT all-parameter models at the national scale for the probability of $[\text{As}]_{gw}$ exceeding 5, 10, and 50 $\mu$g/L, respectively (Figure 4B). In these models with hydrochemical parameters, the relative importance of well depth ranked far below P and Fe, except for the South where it ranked second (Figure 3D).

The PDPs of national all-parameter models show that the probability of $[\text{As}]_{gw}$ exceeding 10 $\mu$g/L increases with P until it reaches 0.8 mg/L, after which the probability stabilizes at 0.79 (Figure 4A). For Fe, the probability of $[\text{As}]_{gw}$ exceeding 10 $\mu$g/L increases with Fe until it reaches 1.2 mg/L, after which the probability stabilizes at 0.6 (Figure 4B). In most regional all-parameter models, P and Fe displayed PDPs similar to the national all-parameter models (Figure 4C,D), except for the Northwest region where the concentrations of groundwater P are substantially lower than those of other regions, but the concentrations of groundwater Fe are only somewhat lower than those of other regions (Table S2). In addition, Fe scored higher than P for the South and the Northwest regions (Table 1).
past two decades. Sea-level lowstands during several glacial periods have subjected the sediment below 150 m of the Plio-Pleistocene age to extensive flushing over time scales of $10^5$ years, resulting in weathered sediments dominated by Fe oxide with little organic matter and mobilizable As. Further, the impermeable paleosol formed atop the aquifer sediment in the same period is protective of the Pleistocene aquifer with low $[\text{As}]_{\text{gw}}$ from the contaminated shallower aquifer. Reconstruction of late Pleistocene strata from bore hole logs has identified red beds at shallow depths of <100 m from the northern end of the South region (Dhaka) to patchy Pleistocene red beds at a depth of <100 m to possibly more extensive and likely continuous Pleistocene red beds at a depth of ~150 m near the Sundarbans and the coast. This depth trend follows the paleosol surface during the glacial lowstand.

However, the PDPs do not identify any depth below which the probability of encountering elevated $[\text{As}]_{\text{gw}}$ is significantly reduced for the Northeast Sylhet Basin region (Figure 3C,D) because subsidence has allowed for rapid sediment accumulation since mid-Holocene. This negates deep well installation as a mitigation policy in the Northeast.

Common Hydrogeochemical Processes Releasing P and Fe Are Key to Elevated Risks of As at 30 m Depth. The modeling results highlight that the elevated As risks at 30 m depth and the associated hydrogeochemical mechanisms mobilizing P and Fe are common in the Holocene aquifers of the South-Shallow and the Northeast regions. This is based on the contrasting PDPs of the South-Shallow and the Northeast regions: the 30 m local maxima of As exceedance are prominent in the spatial-parameter-only models (Figure 3C) but are missing in the equivalent all-parameter models (Figure 3D). The elevated risks of As around 30 m depth are consistent with the depth profiles (Figure S2) and mechanisms of As, P, and Fe mobilization established by detailed hydrochemical studies. Probability in exceedance of 10 μg/L is >50% at ~30 m depth based on the same BGS and DPHE dataset. Microbial reduction of iron oxyhydroxides has been invoked as the mechanism responsible for As mobilization in reducing aquifers of Bangladesh. Concentrations of P and As reflect to some extent the cumulative effect of the respiration of organic carbon associated fine-grained sediment rich in sorbed P and As in aquifers with sluggish flow. The analogous As and P chemical behavior is also reflected in their similarities in the spatial and temporal variations in groundwater of Bangladesh Holocene aquifers.

Role of Holocene Sediment Depositional History. Recent advances in the Holocene sediment depositional history of Bangladesh are supportive of the conditions conducive to the accumulation of organic-rich, fine-grained sediment with high As loading in the South and Northeast regions. First, a compilation of the radiocarbon ages of sediment organic carbon from bore holes in the South region is used to calculate an average sedimentation rate of 391.5 cm/kyr (Figure S3). Using this rate, the sediment at 30 m depth would have been deposited around 6 ka BP, or during the Mid-Holocene Warm Period. Second, a compilation of the available sediment chemistry data shows that labile As concentration ranged from 0.4 to 1.4 mg/kg in the fine-grained sediment of mid–late Holocene (depth 2–40 m), higher than 0.1 to 0.3 mg/kg in the sediment of early Holocene (Table S3). Taken together, the As–P spatial
coupling, particularly the maximum occurrence of [As]gw at about 30 m depth in the South and Northeast regions, is likely through a common organic linkage due to a shift in the sediment depositional environment.

The significance of a mid-Holocene [As]gw peak is that it is found when profound shifts in the sedimentation environment toward deposition of finer, organic-rich sediments occurred, in association with a warmer climate then. Goodbred et al. utilized sediment silicate Sr concentration together with Sr and Nd isotopes to reconstruct the history and interaction of the Ganges, Brahmaputra, and Meghna fluvial systems during Holocene. The monsoon weakening in mid-Holocene (6−4 ka BP) and progradation of the Brahmaputra in the Sylhet Basin of the Northeast decreases the sediment transport to the lower Ganges−Brahmaputra−Meghna delta, resulting in transgression and eastward migration of the Ganges in the South/ delta region that formed the fine-grained and organic-rich sediment. To summarize, the progradation of the Brahmaputra in the Northeast/Sylhet region and the associated meandering of the Ganges in the South/delta region took place in mid-Holocene or ~6 ka BP, with the sediment depositional environment switched from a coarse-grained channel-fill type to a fine-grained over-bank type, now found at a depth of ~30 m.

Limitations. That Fe is less important than P for the Holocene aquifer’s As spatial pattern in the South and Northeast regions warrants further investigation. The biogeochemical reactions involving Fe and As in reducing aquifers do not necessarily support strong correlation between groundwater As and Fe concentrations, with decoupling of As and Fe noted in studies of sedimentary profiles and incubation experiments. Iron-rich, sulfur-poor reducing groundwater also promotes siderite formation. Transformation of iron minerals in the subsurface environment is complex, with the newly formed mixed Fe(II)−Fe(III) minerals such as magnetite capable of sequestering As. Iron is more important than P in the Northwest, possibly because the sediment there has a very different provenance, with a more dynamic depositional environment resulting in coarser grained, less organic-rich sediments. Groundwater arsenic in Bangladesh is geogenic in origin, with its spatial patterns (30 m depth As peak and >150 m low-As zone) controlled by sediment depositional and erosional histories coupled with climate history.
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