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Mapping global lake dynamics reveals the
emerging roles of small lakes

Received: 7 December 2021 Xuehui Pi® %3, Qiuqi Luo®""3, Lian Feng®'' , Yang Xu®'4, Jing Tang®®,
Xiuyu Liang', Enze Ma', Ran Cheng’, Rasmus Fensholt ®#, Martin Brandt®?,
Xiaobin Cai®8, Luke Gibson®", Junguo Liu®"®°, Chunmiao Zheng ®''°,

Weifeng Li*>" & Brett A. Bryan®'?

Accepted: 8 September 2022

Published online: 01 October 2022

M Check for updates

Lakes are important natural resources and carbon gas emitters and are
undergoing rapid changes worldwide in response to climate change and
human activities. A detailed global characterization of lakes and their long-
term dynamics does not exist, which is however crucial for evaluating the
associated impacts on water availability and carbon emissions. Here, we map
3.4 million lakes on a global scale, including their explicit maximum extents
and probability-weighted area changes over the past four decades. From the
beginning period (1984-1999) to the end (2010-2019), the lake area increased
across all six continents analyzed, with a net change of +46,278 km?, and 56% of
the expansion was attributed to reservoirs. Interestingly, although small lakes
(<1 km?) accounted for just 15% of the global lake area, they dominated the
variability in total lake size in half of the global inland lake regions. The iden-
tified lake area increase over time led to higher lacustrine carbon emissions,
mostly attributed to small lakes. Our findings illustrate the emerging roles of
small lakes in regulating not only local inland water variability, but also the
global trends of surface water extent and carbon emissions.

Lakes play a major role in global hydrological and biogeochemical

cycles'™ and underpin vital ecosystem functions and services>®.
However, rapid lake changes have been identified worldwide in
response to changing climate and escalating human activities’,
threatening the ecosystem services provided by these lacustrine
habitats. For example, lake desiccation has been observed in some
populated regions due to unregulated water withdrawal, triggering
water shortages, international conflicts, and other societal
consequences”"%. Conversely, widespread glacier lake expansions

have been detected due to climate warming-induced snowmelt and
glacial melting™*.

A spatially explicit understanding of lake size changes is essential
for evaluating the associated ecological, environmental, and societal
impacts. In theory, determining lake dynamics using satellite images is
straightforward, as remotely sensed imagery is available at high tem-
poral frequencies with global coverage. However, terrestrial surface
waters share similar optical features®, and these similarities cause
challenges when differentiating between lakes and rivers using satellite
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signals. A typical example is the recent map of changes in global sur-
face water”, where the respective contributions of lakes and rivers to
the total area or the detected changes remain uncertain. As lentic lakes
and lotic river systems represent distinct hydrological and biochemical
processes'®”, further efforts are warranted to quantify their distinct
roles in these hydrological changes.

Estimates of the global extent of lakes are available from several
existing datasets'” %, but these were largely generated using snapshots
of historical imagery and did not consider seasonal and interannual
fluctuations''®, Previous studies on lake dynamics primarily focused
on medium- to large-sized lakes with well-defined boundaries’'**,
Small lakes (defined herein as lakes with an area <1km?) are more
variable than large lakes due to their high sensitivity to natural wet/dry
transitions and human management activities'>*>. Furthermore, small
lakes have a disproportionally large contribution to global lacustrine
systems in terms of their primary productivity”’, biodiversity***, and
carbon cycle’®. However, these available global assessments of eco-
system parameters are usually based on uncertain estimates of the
sizes and distribution of small lakes®>**?, and few studies have exam-
ined how freshwater biogeochemical cycles are influenced by lake
variation because changes in lake sizes over time have never been
characterized globally. Here, we fill this existing knowledge gap and
map more than 3.4 million lakes and reservoirs with surface area
>0.03 km? (hereafter simply lakes unless otherwise specified) at the
global scale. We used deep learning to identify lakes smaller than the
minimum mapping unit for all global lake datasets that are publicly
available (0.1 km2). We then examined changes in the global lakes over
four decades and discussed the associated implications for lacustrine
carbon emissions.

Results

Determination of global lake extent

The dataset constructed in this study was named GLAKES and is based
on the Global Surface Water Occurrence (GSWO) dataset and a deep-
learning classification algorithm (see Methods and Supplementary
Fig. 1). The GSWO dataset provides the probability of water presence,
which was established using 30 m resolution Landsat satellite obser-
vations between 1984 and 2019. Deep learning allows for the disen-
tanglement of lakes from rivers in the GSWO images, and the
integration of high-resolution remote sensing images and deep
learning makes it possible to detect lakes as small as 0.03 km? (corre-
sponding to -33 Landsat image pixels), which greatly improves the
minimum mapping unit and mitigates the issues of mis-accounted
small lakes in previous lake datasets that are publicly accessible. Vali-
dation showed high accuracy levels across different size groups in our
dataset (Supplementary Figs. 2, 3, Supplementary Table 1). Our
GLAKES dataset indicates a total lake area of 3.2 x 10° km? in all-time
maximum (2.2% of the global land area), with 49.8% and 23.6% of the
total number of lakes and total lake area located north of 60°N (Fig. 1),
similar proportions to those reported in previous datasets”. We
partitioned lakes into three size groups, small (<1km?), medium
(1-100 km?), and large (>100 km?); these size groups accounted for
94.39%, 5.56%, and 0.05% of the total number of lakes, respectively,
and 15%, 26%, and 59% of the total lake area, respectively. Including
lakes <0.1km? in size (1.91 million lakes) resulted in a 30.2% larger
bounded lake area in the small-lake group than that mapped by the
recently published and widely used HydroLAKES dataset"” (Supple-
mentary Figs. 4, 5).

Four decades of lake changes

We examined global lake dynamics across three periods (1980-1990s:
1984-1999), 2000s: 2000-2009), and 2010s: 2010-2019) (Fig. 2) by
comparing the water probability-weighted area within lake boundaries
as defined by our GLAKES dataset (see Methods). We gridded global
lakes into 1°x1° cells and excluded pixels with insufficient satellite

image coverage (particularly those located in eastern Russia and cen-
tral Africa) in early periods in the comparison (Supplementary Fig. 6).

From the 1980-1990s to the 2000s, the global lake area showed a
net increase of 39,784 km” Lakes and reservoirs fed by glaciers or
permafrost, representing 30% of the worldwide lake area, accounted
for 48% (19,104 km?) of the total increase (Fig. 2); associated expansion
hotspots were found in previously well-documented regions, including
Greenland, the Tibetan Plateau, and the Rocky Mountains". The
remaining 52% increase (20,681km?) was attributed mostly (75%) to
the expansion of reservoirs outside of glacial or permafrost regions
(Fig. 2). In contrast, declining lake sizes were observed in the western
USA, central Asia, northern China, and southern Australia. These can
be associated with local drought events, anthropogenic water with-
drawals, and/or other reasons;"**?° most of these locations aligned
closely with highly water-stressed regions reported in the previous
studies®. Overall, 2.5-fold more grid cells contained increased lake
sizes than the number of cells characterized by lake shrinkage.

From the 2000s to the 2010s, although the total lake area
increased, the net area gain represented only 16.3% of that identified
from the 1980-1990s to the 2000s. The substantial expansion of
reservoirs (8802 km? dominated the total areal increase from the
2000s to the 2010s, which was more than twice the amount of natural
lake increases (3362 km?) in glacial or permafrost regions. Over half
(53%) of the global grid cells exhibited inconsistent changes between
the 1980-1990s to the 2000s and the 2000s to the 2010s. For exam-
ple, the lake area has increased in southeastern Australia in the most
recent decade, indicating the potential regional recovery of these lakes
following the Millennium Drought in the 2000s?**.. Similar change
patterns were also found in northwestern India, suggesting that this
drought-prone region was likely to have suffered less from water stress
in recent years®. In contrast, large lakes showed a net area decrease of
14,553 km? from the 2000s to the 2010s, 50% of which was attributed
to the human-induced shrinkage of the Aral Sea in Central Asia’.

Continuous lake expansions and shrinkages throughout the entire
study period were found in 38% and 9% of the global inland lake
regions (i.e., the 1° x 1° grid cells covered with GLAKES), respectively,
leading to an overall net area increase of 46,278 km? (i.e., ~1.8 times the
size of Lake Erie or approximately the size of Denmark) over the past
four decades, and 56% of the increase was attributed to reservoirs.

The outsized role of small lakes in global lake size variability
Small lakes showed higher long-term temporal variability than large
and medium-sized lakes. The median values of the relative areal
changes in small lakes were +2.9% from the 1980-1990s to the 2000s
and +0.6% from the 2000s to the 2010s; these changes were sig-
nificantly greater than those derived for medium and large lakes
(matched-pair t-test, P<0.05) (Fig. 3a). Such difference in temporal
variability between small lakes and median/large lakes was also evident
even when evaluating under equal relative pixel sizes, as revealed
through a case experiment in Tibetan Plateau, which showed that lakes
within the size range of 0.5-1.5km? at the resolution of 30 m were
found to exhibit a far larger range of the relative areal changes com-
pared to lakes between 50-150 km? at the 300 m resolution (Supple-
mentary Fig. 7). The sizes of 8.6% and 6.8% of small lakes more than
doubled from the 1980-1990s to the 2000s and from the 2000s to the
2010s, respectively. As a result, small lakes supplied a dis-
proportionately large contribution to global lake expansion, repre-
senting 46.2% of the net areal increase from the 1980-1990s to the
2010s (Fig. 3b). In contrast, extreme lake expansions occurred to a
much lesser extent in the larger lake groups and were observed mainly
in human-impounded reservoirs (Supplementary Fig. 8).

The outsized role of small lakes can be further revealed by ana-
lyzing their contributions to lake size variability. We define variability
as the proportion of absolute areal changes in small lakes within a
given 1° x 1° grid cell (see Methods). The changes in small lakes showed
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Fig. 1| Spatial distribution of global lakes. Lakes with maximum surface area
>0.03 km? were mapped, showing a lake count (total number of lakes) and b lake
area density (total lake area/grid area) per 1° x 1° grid cell. The longitudinal and

latitudinal lake profiles summarizing (by 1°) the lake count and lake area are shown
on c and d. Statistics for small (<1km?), medium (1-100 km?), and large (>100 km?)
lakes are presented within each panel of a and b.

dominant contributions (>50%) in approximately half of the examined
inland regions (49.9% of the grid cells from the 1980-1990s to the
2000s, and 50.1% from 2000s to 2010s) (Fig. 3c), and regions, where
lake variability is dominated by small lakes, were spread across the
entire globe in both low-populated regions and areas with high chan-
ces of human disturbance (Supplementary Fig. 9). Furthermore, dec-
adal lake variations generally increased with regional population
density, and the variation range was much higher for small lakes than
for medium and large lakes, indicating the potential role of human
activities in shaping small lakes.

Updated estimates of lacustrine carbon emissions
Although lakes cover just a small fraction of the Earth’s surface, they
are important emitters of carbon gases®**>**, A common methodology
used to estimate global emissions involves upscaling local measure-
ments to the global scale by multiplying the mean lake-surface fluxes
by the global area. Both CO, and CH, fluxes are reported to be influ-
enced by lake size, and the data describing global lake size thus
become crucial when upscaling carbon emissions®*°. With the detailed
mapping of global lakes from GLAKES, we can update the total esti-
mations of CO, and CH, emissions from global lakes.

We estimated the CO, and CH, emissions from global lakes using
our GLAKES dataset following the method proposed in a previous

study? (see Methods). We reached a global total estimate of 226 Tg
Cyr for CO, (Fig. 4a), which is smaller than the previous estimate (571
Tg Cyr")*. The difference could be partly due to the use of over-
estimated lake surface area by ref. 26, particularly for small lakes; small
lakes are featured with high emission rates, and the total surface area
from ref. 20 used by ref. 26 is 1.8 times the amount of GLAKES for all
lakes, and 2.9 times greater for small lakes (Supplementary Fig. 4a). For
similar reasons, our estimated CH, emission (1.4 Tg C yr™) was also
smaller than that previously estimated®. Nevertheless, our estimating
approach was from ref. 26, where their results were in good agreement
with several other calculations when different methods or lake surface
area datasets were used*****”**° (Supplementary Fig. 10). In this
regard, our estimates based on more accurate lake boundaries docu-
mented in GLAKES dataset should be reasonable. Our calculations here
further highlight the disproportionately large contributions of small
lakes to global lake CO, and CH,4 emissions (25% and 37%), given their
small share in the overall areal size of lakes (15%).

The mapping of lake variations during the past four decades
enabled us to examine the changes in CO, and CH, emissions from
global lakes throughout the study period (see Methods). Net increases
in carbon emissions were found from the 1980-1990s to the 2010s, with
+4.81Tg Cyr™* for CO, and +0.03 Tg C yr* for CHy, respectively (Fig. 4b).
Small lakes contributed 45% and 59% to the net increases in lake CO,
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reservoirs are illustrated.

and CH, emissions over the entire study timeframe, respectively, and
these contributions were similarly high across different periods.

Discussion

We have developed a global lake dataset that comprises the maximum
outlines of 3.4 million lakes over the past four decades. Overall, our
GLAKES dataset shows marked improvements over previous global
lake datasets, considering its advantages in global coverage
(60°S-80°N), high spatial resolution (30 m), long-term changes (four
decades), spatiotemporal consistency (uniform mapping of global
lakes instead of aggregation from different lake datasets), overall
accuracy (overall accuracy >98.7% and MloUs >88.7%), and the deli-
neation of small lakes (lower limit as 0.03 km?). We have demonstrated
an overall increase in inland lake areas worldwide over the past four
decades. We corroborated previous findings regarding substantial lake
expansions in glacial and permafrost regions*, whereas we further
revealed that such climate warming-induced changes were not a major
contributor to global lake dynamics throughout the entire period.
Instead, we demonstrated that human-regulated reservoirs con-
tributed to more than half of the overall areal increases, highlighting
the dominant role of human alterations on global water dynamics*.
Our results also showed a net loss trend in lake area within endorheic
basins (in endorheic basins, water does not flow into any sea); this
result agrees with the findings obtained using GRACE-detected water
storage measurements recorded between 2002 and 2016"°. However,

our high-resolution mapping revealed the opposite trend when the
desiccated Aral Sea was excluded; under this condition, we found
continuously expanding small lakes in endorheic basins from the
1980-1990s to the 2010s (Supplementary Fig. 11).

Our study also provides an important update to previous lacustrine
carbon emissions calculations using more accurate lake extents and
offers detailed insights into changes in carbon emissions from global
inland lakes over four decades. Nevertheless, we believed that the
changes in CO, and CH, estimated herein represented conservative
values, and the magnitudes of these changes would be higher when
increased lacustrine eutrophication and expanded lakes of smaller size
were incorporated into the gas exchange calculations??%+ 4243,

Our detailed mapping of the dynamics of 3.4 million lakes can
potentially be used to better characterize regional-to-global hydro-
logical budgets, as the changes in evaporation and water storage
induced by lake size variability have often been ignored in past
studies***. In particular, the widespread expansion of the lake area can
be synergistically analyzed with global increases in disastrous flood
events*®, and the results reported herein provide critical information
for assessing the possibly enhanced flood risks associated with lake
dynamics. In addition, our dataset enabled a more thorough evaluation
of the causes of the variations in surface water extent that may have
previously been constrained by the completeness or quality of global
lake mapping (especially for small lakes) to gain a more comprehensive
perception of the impacts of climate change and anthropogenic
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activities. Furthermore, our established dataset is essential for quan-
tifying various aspects of aquatic systems (e.g., freshwater species and
nutrient/pollutant cycles) and identifying the potential transitions of
ecosystem functions under climate change* *. Our findings also
underscore the urgent need for future management efforts focused on
small lakes, given their crucial roles in regulating local hydrologic
cycles and inland water-related carbon emissions.

Methods

Data sources

We used the Global Surface Water Occurrence (GSWO) dataset™ as the
source data to determine the areal extents of lakes. The GSWO dataset
provides global (from 60°S to 80°N) documentation of the location
and frequency of water occurrences over nearly four decades
(1984-2019) and was generated using 30-m-resolution Landsat ima-
ges. Extensive validation of the GSWO dataset was conducted at the
global scale, over the whole study period, and among all Landsat
sensors involved. The results demonstrated the high accuracy of the
surface water delineation in the GSWO datasets (1<% false water area
detections and <5% missed water area) and, consequently, the ability
to afford comparable, continuous, and consistent mapping spatially,
temporally and across sensors'. In addition, we used the GSW monthly
water history (MWH) data collection to calculate the occurrence of
water in different periods over the past four decades. The smallest lake
mapped in our study had a surface area of 0.03 km?, corresponding to
approximately 33 Landsat pixels. The GSW dataset was developed by
the European Commission’s Joint Research Centre and can be obtained
from https://global-surface-water.appspot.com.

We used the Randolph Glacier Inventory 6.0 (RGI 6.0) glacier
data®® and ice sheet mass balance inter-comparison exercise (IMBIE)
Rignot data’ to determine the distributions of glacier-fed lakes. The
RGI 6.0 data provide a global inventory of glacier polygons (see
https://www.glims.org/RGl/rgi60_dl.html), and the IMBIE Rignot
dataset includes an additional ice sheet polygon supplemental
dataset representing Greenland (see http://imbie.org/imbie-2016/
drainage-basins/). In addition, we used the permafrost distribution
data provided by the National Snow and Ice Data Center of the
National Aeronautics and Space Administration (NASA) to determine
the locations of permafrost-fed lakes. This dataset provides the
gridded permafrost distribution in percent area in the Northern
Hemisphere®?. The gridded permafrost data can be obtained through
the NASA webpage (see https://neo.sci.gsfc.nasa.gov/view.php?
datasetld=PermafrostNSIDC).

The HydroBASINS dataset®® was used to identify endorheic lakes.
HydroBASINS presents consistent and seamless watershed outlines at
different scales (levO1-lev12) according to the Pfafstetter coding sys-
tem, with a global spatial resolution of 15 arc-seconds. In this study, the
levl2 watershed polygons were selected for analysis. In particular,
HydroBASINS offers a variable called Endo to indicate whether each
basin/subbasin is an endorheic basin. The HydroBASINS dataset was
obtained from https://www.hydrosheds.org/page/hydrobasins.

The Georeferenced global Dam And Reservoir (GeoDAR) dataset™*
was used to distinguish reservoirs from natural lakes. The GeoDAR
dataset, taking advantage of multi-source dam/reservoir inventories,
provides global documentation of reservoirs with detailed attribute
tables and well-georeferenced spatial locations. The GeoDAR dataset is
available at https://doi.org/10.6084/m9.figshare.13670527.

We used the Gridded Population of the World (GPW) dataset™*° to
investigate the relationship between the human population and lake
area changes. The GPW dataset provides gridded population density
estimations based on proportional allocation models utilizing popu-
lation information gathered across global administrative units. Due to
the long time span of our study, two GPW data versions were com-
bined to establish population censuses reflecting different time peri-
ods. The GPW version-3 data (resolution: 2.5 arc-minutes) were used

for 1990 and 1995, while the GPW version-4 data (resolution: 30 arc-
seconds) were applied for 2000, 2005, 2010, 2015, and 2020. Then, the
GPW data reflecting different years were averaged to represent the
long-term population density status throughout the study period. The
GPW data are accessible through the Socioeconomic Data and Appli-
cations Center (https://sedac.ciesin.columbia.edu).

Mapping global lakes using deep learning

Deep learning has been widely used in many areas®°° and is proven to
be a powerful and creative tool in detecting features of interest from
satellite images® . A recent inspiring deep-learning application in
remote sensing image processing was documented by Brandt et al.**,
who detected tree crowns by combining the U-Net model with sub-
meter high-resolution satellite images. The U-Net model used in
Brandt et al.** is a typical semantic segmentation technique that per-
forms pixel-wise classification within an image for precise
segmentation®>®®, Compared to conventional classification tasks,
U-Net yields not only the label category of a specific image but also its
corresponding location. Upon the application of U-Net, Brandt et al.**
managed to map more than 1.8 billion non-forest tree crowns (>3 m?)
in the West African Sahara and the Sahel, somewhat overturning the
previous stereotype of tree scarcity in these dryland regions. Here, we
modified the U-Net model developed by Brandt et al.** and transferred
its application to global lake mapping. We expect a well-trained U-Net
model to perform well when classifying lakes and rivers using GSWO
images, as lakes and rivers are already highly distinguishable in visual
examinations (Supplementary Fig. 3).

Here, lakes and rivers mainly indicate lentic and lotic water sys-
tems that are visible from space, including both permanent and sea-
sonal waters. Lakes and rivers generally exhibit different features on
GSWO images. Compared to lakes that usually have flat and oval out-
lines, rivers are typically long, meander and narrow in shape, which
makes them distinguishable in most cases (see Supplementary Note 3).
For seasonal water bodies, we implemented more carful examinations
of those located around rivers and meanwhile span a large scale (such
as floodplains), while keeping the small ephemeral water bodies as
lakes. In addition, we also identify tidal flats surrounded by lakes and
parts of wetlands as lakes because they are hard to separate from lakes
via satellite observations®. Here we use parts because wetlands are
usually covered with vegetation during the growing season, and thus
cannot be captured by the GSWO images (or optical remote sensing
images). GLAKES also contains constructed impounded water bodies
(i.e., reservoirs) that are closely related to human activities. Notably,
some agricultural fields are also included in our dataset, although the
proportion may not be large, and further segregation is under process
(see Supplementary Note 3). Last, we do not take into account lakes
directly connected to the seas as the hydrological conditions and
human interventions are intricate in those regions.

Building upon a fully convolutional neural network®®, the U-Net
model is composed of various hierarchical convolution layers that are
widely used in the semantic segmentation field for feature
detection®*°%“°, vital for the extraction and segmentation of lakes from
rivers. The convolution layer extracts features from an image in the
previous layer and results in a less redundant output image called a
feature map. Generally, the features learned by convolution layers
transition from simple to more abstract ones as the level of the con-
volution layers increases®®’®”", and these features are determined by
the convolution kernels (i.e., an array of weights) that are learned
automatically through backpropagation. Except for convolution lay-
ers, there are various structures that are also essential in the modified
U-Net architecture of Brandt et al.**, including activation function
(enabling nonlinear classification), batch normalization (stabilizing
and accelerating the training process), pooling (reducing data
dimension and computation complexity), up-convolution (restoring
the size of feature maps for precise localization) as well as
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concatenation (combing the higher-level feature map with a lower-
level one to better learn representation). In addition, the U-Net model
adopts the overlap-tile strategy, which makes it possible to perform a
seamless segmentation for large images without losing information
about the divided border regions®. This makes U-Net particularly
applicable to our goal of pixel-wise lake classification through GSWO
images on a global scale. The specific structure of U-Net model is
presented in Supplementary Fig. 1, Supplementary Table 2, and Sup-
plementary Note 1.

The first step in deploying a deep-learning model is to prepare
reliable labels for the training, validation, and test sets. In this study,
lake labels were generated through an automatic extraction method
followed by manual modification by combining several existing
datasets, including the GSWO dataset, the Global River Widths from
Landsat (GRWL) database’®, the OpenStreetMap Water Layer
(OSMWL) dataset’?, and the HydroLAKES polygon dataset”. We
used the GSWO map to mask land pixels and exclude low-
confidence water pixels (some of which may be caused by the
inherent classification errors of GSWO) with <5% occurrence (i.e.,
<5% of the Landsat observations were classified as water during the
past four decades). Notably, in floodplains, the occurrence thresh-
old was set to 30% instead of 5% to capture the ‘core’ portions of
lakes and segment these portions from the larger-scale floodwaters
(periodically occurring over a long time but lasting for less than one
season (i.e., 25% occurrence) each year). We used the OSMWL and
GRWL masking products to exclude ocean and river pixels. Since
the GRWL dataset was developed using a limited set of Landsat
images and was thus inadequate for representing the full coverage
of rivers (this limitation is also applicable to the river data provided
by OSMWL), we visually confirmed that all river masks used to
prepare our labels were correct. Moreover, we gave higher priority
to lakes that had already been detected in the HydroLAKES database
by ensuring that the lake pixels within the HydroLAKES polygons
would not be affected by the overlying river/ocean mask. Finally,
extensive visual examinations were performed from one sample
region to another, where some lakes in hydrologically complex
regions were given more attention, such as those in the large river
basins and floodplain regions. Manual corrections were performed
mainly on the following two situations: (1) river residuals resulting
from the absent coverage of the corresponding river masks and (2)
river-connected lakes that required further division from river
channels. Of all sample polygons, Case 1 polygons frequently
occurred, which could take up ~10% of the total lake samples and
thus require careful inspection. On the contrary, the percentage of
Case 2 polygons was minor (far less than 1%). Ultimately, we would
like to ensure that all extracted lake boundaries (i.e., the lake mask
vectorization) matched well with the water/land interfaces isolated
on the GSWO maps. Notably, the lower size limit of the samples was
set as 0.03 km?, according to our visual observations. The main
objectives were to exclude small polygon residuals generated dur-
ing this sample extraction procedure and to screen out small iso-
lated agricultural fields.

We delineated a variety of globally distributed sample regions
with varying sizes to create lake labels (Supplementary Fig. 2). Lakes
in floodplains showed distinctive patterns compared to those in all
other lake regions in the water-occurrence images; thus, we trained
two separate deep-learning models (referred to as Floodplain Model
and Normal Model, respectively) to extract these data better. In
addition, visual explorations of the water-occurrence maps revealed
several types of sample regions that presented different features
(Supplementary Fig. 3). Specifically, we observed (1) relatively static
lakes that exhibited high/moderate water occurrence (HO); (2)
highly dynamic lakes with relatively low water occurrence (LO); (3)
lakes spanning large spatial scales that were challenging to interpret
using models due to the relatively large sizes of the lake objects

relative to the sizes of the modeled patches (LL); (4) lakes located
alongside rivers that required more attention to be distinguished
from rivers (AR); and (5) lakes within floodplains that often com-
bined to form lake clusters (WF). Our sample regions were deli-
neated and divided into these five different types based on visual
observations. It should be noted that the region type was only
representative of the major hydrological features of the lakes within
the sample region bound, where lakes with distinctive patterns may
also co-exist. Then, these five sample region types were pro-
portionally allocated (stratified random sampling) to the training
(60%), validation (20%), and test (20%) sets to ensure that the
model’s global representation of different lake patterns was
balanced. In practice, not all five categories of sample regions were
included in the Normal Model and Floodplain Model. Specifically,
the Normal model consisted of types 1 (HO), 2 (LO), 3 (LL), and 4
(AR), since type 5 (WF) was not the target of the Normal Model. On
the other hand, the Floodplain Model was made up of types 1, 3, 4,
and 5. The reason why types 1, 3, and 4 were included for model
interpretation was that the main patterns described by types 1, 3,
and 4 were also observable within the regions defined by type 5,
while type 2 was excluded because of the relatively high occurrence
threshold (i.e., 30%) applied for the Floodplain Model. In summary,
we delineated 754 sample regions for the Normal Model and
445 sample regions for the Floodplain Model; these region sets
contained 90,512 and 71,170 lake labels, respectively. As seen in
Supplementary Fig. 2a, the logarithmic sizes of these sample regions
were approximated to a normal distribution, where the majority
were on the order of magnitude of 10>-10° km?, with a median area
of 5.91x10?km? for the Normal Model and 5.69 x 10 km? for the
Floodplain Model. The major principles considered when selecting
samples included the selection of samples from different regions
globally, the coverage of all typical hydrological conditions, and
ensuring balance in the numbers of the five major region types.

In general, the size of sample regions was too large for the U-Net
model to analyze the lake features within the region boundaries.
Instead, a variety of patches (with a fixed size of 512 x 512 pixels) were
randomly generated within each sample region, and the lake patterns
within the patches were extracted and interpreted by the model. In
addition, we applied the same local normalization method from Brandt
et al.** for each patch (Supplementary Note 1).

According to our own research objectives, we made some
essential modifications to the U-net model proposed by Brandt et al.**.
First, we enlarged the patch sizes of the input images (i.e., training
labels) from 256 x 256 pixels (based on submeter-spatial-resolution
satellite data) to 512 x 512 pixels (based on the 30 m-spatial-resolution
Landsat data) to enhance the capability of the model to capture the
characteristics of large lakes. Additionally, the distance-weighted map
between gaps used in the initial model for the segmentation of par-
tially overlapped objects®“® was not considered in our loss function
since we did not face this issue when using GSWO maps as the input
images. In terms of the selection of hyperparameters, we kept the same
type of loss function and optimizer as those used in the original model
but made substantial changes to some other hyperparameters, such as
batch size, epoch numbers, and iteration numbers (see all important
hyperparameters documented in Supplementary Note 1), according to
trial-and-error results. Likewise, we used the loss error for model
selection (i.e., the model yielding the lowest loss error value using the
validation labels was selected). In addition, we also introduced the
mean intersection over union (MloU) to assist model evaluation (which
was not used in Brandt et al.**). MloU is a widely used image seg-
mentation performance indicator that fully considers true positives
and false negatives’. The loU of each class was calculated as the area of
overlap divided by the area of union between the labels and predic-
tions of that class. Then, the IoU from different classes was averaged to
estimate MloU.
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After the selection for the final Normal and Floodplain Model,
predictions were obtained for each 512 x 512-pixel patch in each GSWO
map, resulting in a raw global lake classification map. Then, several
postprocessing procedures were conducted to further enhance the
classification accuracy. We first overlaid the OSMWL and GRWL
masking products to exclude ocean and river pixels, similar to the
procedure followed to prepare the labels. This step was necessary
because our model performed well when distinguishing lakes from
small rivers but exhibited some limitations with regard to oceans and
large rivers, mainly induced by the relatively small patch size (i.e.,
512 x 512 pixels) used for training. For coastal lakes, we further exclu-
ded lake polygons that directly intersected with the 10 m buffer of the
global ocean boundaries defined by the OSMWL dataset; next, more
detailed manual corrections were performed on near-coastal regions.
For rivers, we minimized the residuals caused by the incomplete cov-
erage of the GRWL and OSMWL river masks using the area ratio of the
polygons representing the same lake before and after the application
of the river masks (Supplementary Fig. 12). In general, if the area ratio
was close to 1, only a small portion of the polygon was masked by the
predefined river maps, indicating that the polygon was more likely to
be ariver-connected lake than ariver. In contrast, if the ratio was close
to 0, indicating that a large portion of the polygon was masked, this
polygon could be considered to comprise the residuals of rivers (due
to incomplete masking) at a higher confidence level. In practice, we
excluded polygons with area ratios <0.8 (if these polygons were not
within the boundaries of the HydroLAKES polygons) and conducted
manual corrections on almost all large river basins to reduce such
residual errors.

Except for these postprocessing procedures, the lakes from the
Normal Model and the Floodplain Model were combined to gen-
erate our final version of global lake polygons (referred to as the
GLAKES dataset). Specifically, given that both the Normal Model
and Floodplain Model yielded lake predictions at global coverage,
we applied predefined river buffer zones to determine whether the
extracted lake polygons from the Normal Model or Floodplain
Model should be used for our final GLAKES dataset. Specifically, for
buffer zones flagged as “floodplain”, lake polygons (within these
buffer zones) extracted from the Floodplain Model were selected as
a part of GLAKES dataset, while the corresponding outputs from the
Normal Model were discarded. In contrast, for all remaining areas
(including buffer zones flagged as “normal” and areas outside the
river buffer zones), lake polygons from the Normal Model were
included in our final dataset. The basic principle for the determi-
nation of the exact flag (“normal” or “floodplain”) for each buffer
zone is to measure the extent of seasonally flooded non-lake and
non-river waters within the buffer zone. A 1 km buffer was applied to
each vectorized polygon of global rivers documented in the GRWL
Mask V01.01 product (https://zenodo.org/record/1297434 .
YrvEzj5ByUk). Within each buffer, the area of seasonally flooded
non-lake and non-river waters was calculated by summing the area
of all GSWO pixels with occurrence <75% (to exclude the permanent
and near-permanent water), except for those already being defined
as rivers (by GRWL mask) and lakes (by rasterized HydroLAKES
polygons). Finally, buffer zones where the ratio of their containing
flooded area to the corresponding buffer area exceeded the flood-
ing threshold were flagged as “floodplain”. In this study, the flood-
ing threshold was set as 0.1 through trial and error.

Similar to the generation of sample polygons, only predicted lakes
with maximum surface water area >0.03 km* were included in our
GLAKES dataset and were applied in further analysis. We partitioned
the global lakes into three size groups (small: <1km? medium:
1-100 kn??, large: >100 km?) to estimate the numbers and area of lakes
in different size groups (Fig. 1) and to further examine the varying
change patterns in lake sizes and carbon emissions during the past
decades (see below).

Accuracy assessments and comparisons with previous global
lake datasets

We used independent test labels to further evaluate our modified U-Net
model. Notably, the Normal Model and the Floodplain Model were
evaluated separately. We visually inspected how well the predicted
patches matched the corresponding labels (Supplementary Fig. 3) and
calculated error matrices to assess the accuracies of the predictions of
different lake size groups at the pixel level. Overall, the mapped lake
extents exhibited high accuracy levels in both the lake count and lake
area for Normal Model and Floodplain Model (Supplementary Fig. 2b),
and the predicted lake areas showed overall accuracies >98.7% and
MloUs >88.7% (Supplementary Table 1). Meanwhile, a slight and sys-
tematic underprediction of label area could be observed in our models
(with Percent Bias (PBIAS) < 0), while the magnitude of PBIAS in terms of
label count was smaller compared to that of label area.

In terms of the accuracy among different lake sizes, the omission
errors (i.e., lakes classified as non-lake areas) were relatively high for
small lakes (23.5% for Normal Model and 21.2% for Floodplain Model)
compared to those obtained for medium and large lakes. It is note-
worthy that the setting of the predefined cutting threshold (0.03 km?)
for lake samples should probably be responsible for such kind of issue
(see Supplementary Note 3). Nevertheless, the commission errors (i.e.,
non-lake areas classified as lakes) were much smaller than the omission
errors among all lake size groups, indicating that our mapped lake
extents appeared to represent conservative estimations. Indeed, the
lake change analysis was performed only within the boundaries
defined by our GLAKES dataset (see below); therefore, the associated
impacts of the classification errors (particularly the omission errors)
should be limited. In addition, we further examined the model per-
formance from the following perspectives: (1) polygon-based assess-
ment at different size scales; (2) performance in small lakes with a finer
division of size range; (3) performance among five different region
types; and (4) the spatial distribution of model performance across the
globe (see Supplementary Note 2, Supplementary Figs. 13, 14, and
Supplementary Tables 3-5 for detailed information).

We further compared the areas and numbers of lakes in our lake
database (i.e., GLAKES) with the corresponding values reported in sev-
eral previously established global lake datasets”>° (Supplementary
Fig. 4a). The Global Lakes and Wetlands Database (GLWD) developed by
Lehner et al."® is a combination of several global or regional lake datasets
(see GLWD documentation). The dataset is organized into three levels,
focusing on large water body polygons, smaller water body shorelines,
and the rasterized extents of potential wetlands. Based on the Shuttle
Radar Topography Mission Water Body Data™ (for most lakes between
56°S and 60°N), CanVec” (for the majority of North American lakes), as
well as other lake datasets (see HydroLAKES documentation), the most
widely used global lake database HydroLAKES"” was developed, along
with intensive automated and manual corrections. The HydroLAKES
dataset contains ~1.42 million individual lake polygons with surface area
>0.1km?. Downing et al.” focused on the scaling relationships and size
distributions of lakes; these factors were tested in different regions and
integrated into a global Pareto distribution model to extrapolate the
global lake extent. By using the GeoCover™ program circa 2000 based
on Landsat 7 images in combination with a corresponding water-
extraction algorithm, Verpoorter et al.*° developed the GLObal WAter
BOdies database (GLOWABO), which contains 117 million lakes with the
area of the smallest lake polygons set at 0.002 km? In this study, we
made a more detailed spatial comparison using the latest version of the
global lake dataset (i.e., HydroLAKES) at both the 1°x1° grid scale
(Supplementary Fig. 4b) and the pixel-level scale (Supplementary Fig. 5).
Note that what we compared here was actually the lake area bounded by
the lake polygons of each dataset (if provided). The explicit meaning of
what the lake polygons represent (average/maximum/snapshot extent)
may be different since they were all generated from different methods
and with different objectives.
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Comparing only lakes with area >0.1km?, the total numbers and
area of lakes contained in GLAKES are similar to those of lakes con-
tained in the HydroLAKES dataset (Supplementary Fig. 4a). However,
the inclusion of 1.91 million extra smaller lakes (<0.1 km?) in our dataset
resulted in a lake area of 1.05 x 10° km? (30.2%) larger than that indi-
cated by the small-lake group in the HydroLAKES dataset”. Moreover,
we found a substantial number of missing lakes in eastern Canada and
Scandinavia in our dataset compared to HydroLAKES, as well as lake
overestimations with varying degrees in other regions, such as Siberia
and major river floodplains (Supplementary Figs. 4b, 5). These dis-
crepancies could be raised for many reasons, either to be responsible
for the inherent limitation of the GLAKES or otherwise HydroLAKES.
One example is the inability of GLAKES (or GSWO) to capture lakes that
are seasonally ice-covered throughout the year and heavily vegetated
in the remaining month, which is typical for some small and shallow
lakes in places such as the Canada Shield. The large values of GLAKES
could also be partially explained by the inclusion of some agricultural
fields (used to be lakes) or accidentally large floodplains. In contrast,
for HydroLAKES the constraint of its composing dataset (e.g., MODIS
MOD44W water mask and SRTM Water Body Data) in detecting small
lakes may be the possible reason for the lake underestimation in some
regions. Overall, both GLAKES and HydroLAKES have their own
strengths and limitations in terms of lake coverage, but what distin-
guishes GLAKES is its global consistency (not mosaic from different
datasets), higher resolution (better characterizes water/land inter-
face), the reflection of multidecadal lake extent (not snapshot on short
time period) as well as the inclusion of smaller lakes (<0.1 km?). This is
significant for the long-term monitoring of the lake surface water area
dynamics. As a comparison, the Global Lake area, Climate, and Popu-
lation (GLCP) dataset provides annual time series lake surface area
records from 1995 to 2015 for all HydroLAKES polygons’™. Never-
theless, GLCP faces the same limitations as HydroLAKES in terms of the
lake size limit and spatial consistency. Besides, since the HydroLAKES
polygons did not represent the maximum water extent, a fixed buffer
zone around lakes was generated in GLCP for area estimation, which
might result in fallaciously inclusion of water coverage that did not
belong to the target lakes or missed detection of water area due to the
insufficient coverage of the buffer outlines. On the other hand, large
discrepancies were found between the estimates obtained using
GLAKES and several other previously reported estimates'®?° (Supple-
mentary Fig. 4a), especially for small lakes (the relative differences
reached >50%). The overestimation of Downing et al."” is likely due to
the reason that the statistics derived for lakes <0.1km? were not
determined from explicit lake mapping but from extrapolated values.
In contrast, the overestimation of the GLOWABO dataset® probably
resulted from the inclusion of non-lake polygons such as rivers, given
that the disentanglement of lakes from rivers was never mentioned in
their documentation. As for Lehner and D61, similarly, their estima-
tion of small lakes may be constrained by the underlying data sources
composing GLWD.

Analyzing lake size changes over four decades

We estimated the water probability-weighted area, compared the
water probability-weighted area among different periods (i.e.,
1980-1990 s, 2000s, and 2010s), and investigated the significance of
small lakes on global lake dynamics. The probability-weighted lake area
(Areals) was calculated as follows: Areajs = 5"(Area”™ *WOP*!),
where the AreaP™® is the area of each pixel (i.e., 900 m?) constrained by
the lake boundary defined in our GLAKES dataset and WOP>® is the
corresponding water occurrence (WO) in each pixel. For each period, a
WOP>lyalue was calculated using the same method as that outlined by
Pekel et al.”? by normalizing the number of water presence (N,,) inci-
dences against the number of valid observations (N,,) within a period.
In practice, both N, and N,, can be derived using the GSW MWH data
collection. In the MWH dataset, each pixel was assigned to one of the

three values (0: no data, 1: non-water pixel, and 2: water pixel); for each
pixel within a given time period, we estimated N,, as the number of
images corresponding to a value of 2 and set N,, as the number of
images corresponding to pixel values >0.

We aggregated the probability-weighted areas into 1° x1° grid
cells and calculated their relative changes between different periods
(Fig. 2). We further examined the relative contribution of small lakes
to lake variability within each grid cell (Fig. 3). The relative con-
tribution was defined as the proportion of absolute area changes
identified in the small-lake group (i.e., |AAgnqu|) to the total areal
changes (i.e., |AAgmau |+ |AAiargermeaium | ) identified within a grid cell
(i.e., |AAsmall |/ (lAAsmalll + |Mlarge+medium | )) NOtany: gfid cells with
insufficient satellite coverage in each period (fewer than 30, 20, and
20 valid observations in the 1980-1990s, the 2000s, and the 2010s,
respectively) were excluded from the cross-period comparison (i.e.,
grid cells in eastern Russia and central Africa) (Supplementary Fig. 6).

Lake changes under different geographic conditions
To investigate the associations between lake areal changes and popu-
lation density, we averaged the GPW population density data within
each 1° x 1° grid cell. We then compared the gridded lake area changes
among different population classes; we conducted two types of com-
parisons: (1) all lakes and (2) only small lakes (Supplementary Fig. 9).
We identified glacier-fed lakes as lakes that spatially intersected
with the 1 km buffers surrounding the glacier polygons obtained from
the RGI 6.0 and IMBIE Rignot datasets, following the same method as
ref. 14. It should be noted that the main focus of this method is lakes
experiencing recent detachment from glaciers within a few decades or
large supraglacial lakes that are highly distinguishable on long-term
satellite observations. Likewise, a spatial intersection approach was
applied to identify lakes that received water supply from permafrost
(i.e., intersection with selected 0.1° x 0.1° grids whose inside perma-
frost coverage was >10%, determined by using permafrost distribution
data sourced from the National Snow and Ice Data Center) (Supple-
mentary Fig. 6f). Similarly, we used the GeoDAR dataset to recognize
the location of global reservoirs and conducted the same intersection
approach to distinguish reservoirs from natural lakes in our GLAKES
dataset. In total, we extracted 24,514 reservoir polygons in our dataset,
accounting for 16.9% of the global lake area. The numbers of small,
medium, and large reservoirs are 17,301, 6813, and 400, respectively.
To determine endorheic and exoreic lakes, we used the informa-
tion provided in the HydroBASINS dataset. Basins with the ‘Endo’
variable attribute >0 were considered endorheic basins; thus, all lakes
falling into these regions were considered endorheic lakes.

Estimation of lacustrine carbon emissions and changes
Following the method outlined by Holgerson and Raymond®, we
classified our lake dataset into seven logarithmic size classes and used
the estimates of the size-dependent mean flux estimates® directly to
calculate the CO,/CH, emissions. We first multiplied the mean CO,/
CH; flux by the total area of lakes (in all-time maximum) classified to
estimate the total gas emissions for each size class and subsequently
calculated the total emissions for global lakes. We repeated this step by
using the upper/lower bounds of the flux values to estimate the ranges
of global lacustrine CO, and CH, emissions. We also estimated the
carbon gases emitted from global lakes in different periods
(1980-1990s-2010s) as well as the corresponding emission changes
over time. Similar to the procedures described above, we combined
the size-dependent CO,/CHj, fluxes with the probability-weighted lake
area to estimate global lake carbon emissions for each period.

Uncertainty and limitations

Several uncertainties and limitations should be acknowledged in this
study, both during the process of lake mapping along with related
change analysis of lake area and carbon emissions. In lake mapping,
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these could be further categorized into the following major sources:
lake definition, auxiliary datasets, U-Net model, and postprocessing.
The temporal change of probability-weighted lake area among differ-
ent time periods, otherwise, may be influenced by seasonal lake
dynamics. As for the estimation of global carbon emissions as well as
their long-term changes, the accuracy of our results was closely related
to the representativeness of the average emission rates used for global
upscaling, the impacts of lake dynamics at shorter timescales, and the
quantification of emissions through different pathways (for CHy).
Please see Supplementary Note 3 for detailed information.

Data availability

The entire GLAKES dataset and labels used to train the U-Net model are
available under the accession code: https://doi.org/10.5281/zenodo.
7016548.

Code availability

The code associated with the training and validation of the U-Net
model, and the prediction of global lakes by using the trained model are
also accessible through the same link documented in data availability.

References

1. Reager, J. et al. A decade of sea level rise slowed by climate-driven
hydrology. Science 351, 699-703 (2016).

2. Williamson, C. E., Saros, J. E., Vincent, W. F. & Smol, J. P. Lakes and
reservoirs as sentinels, integrators, and regulators of climate
change. Limnol. Oceanogr. 54, 2273-2282 (2009).

3. Raymond, P. A. et al. Global carbon dioxide emissions from inland
waters. Nature 503, 355-359 (2013).

4. Tranvik, L. J. et al. Lakes and reservoirs as regulators of carbon
cycling and climate. Limnol. Oceanogr. 54, 2298-2314 (2009).

5. Schallenberg, M. et al. Ecosystem services of lakes. In Ecosystem
services in New Zealand: conditions and trends. 203-225. (Manaaki
Whenua Press, Lincoln, 2013).

6. Reynaud, A. & Lanzanova, D. A global meta-analysis of the value of
ecosystem services provided by lakes. Ecol. Econ. 137,

184-194 (2017).

7.  Wurtsbaugh, W. A. et al. Decline of the world’s saline lakes. Nat.
Geosci. 10, 816-821 (2017).

8. Grant, L. et al. Attribution of global lake systems change to
anthropogenic forcing. Nat. Geosci. 14, 849-854 (2021).

9. Woolway, R. I. et al. Global lake responses to climate change. Nat.
Rev. Earth Environ. 1, 388-403 (2020).

10. Wang, J. et al. Recent global decline in endorheic basin water
storages. Nat. Geosci. 11, 926-932 (2018).

1. Rodell, M. et al. Emerging trends in global freshwater availability.
Nature 557, 651-659 (2018).

12. Pekel, J.-F., Cottam, A., Gorelick, N. & Belward, A. S. High-resolution
mapping of global surface water and its long-term changes. Nature
540, 418-422 (2016).

13. Zheng, G. et al. Increasing risk of glacial lake outburst floods from
future Third Pole deglaciation. Nat. Clim. Change 11, 411-417 (2021).

14. Shugar, D. H. et al. Rapid worldwide growth of glacial lakes since
1990. Nat. Clim. Change 10, 939-945 (2020).

15. Kirk, J. T. Light and Photosynthesis in Aquatic Ecosystems. (Cam-
bridge university press, 1994).

16. Allen, G. H. & Pavelsky, T. M. Global extent of rivers and streams.
Science 361, 585-588 (2018).

17. Messager, M. L., Lehner, B., Grill, G., Nedeva, |. & Schmitt, O. Esti-
mating the volume and age of water stored in global lakes using a
geo-statistical approach. Nat. Commun. 7, 1-11 (2016).

18. Lehner, B. & Doll, P. Development and validation of a global data-
base of lakes, reservoirs and wetlands. J. Hydrol. 296, 1-22 (2004).

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

20.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

Downing, J. A. et al. The global abundance and size distribution of
lakes, ponds, and impoundments. Limnol. Oceanogr. 51,
2388-2397 (2006).

Verpoorter, C., Kutser, T., Seekell, D. A. & Tranvik, L. J. A global
inventory of lakes based on high-resolution satellite imagery.
Geophys. Res. Lett. 41, 6396-6402 (2014).

Tao, S. et al. Changes in China’s lakes: Climate and human impacts.
Natl Sci. Rev. 7, 132-140 (2020).

Downing, J. A. Emerging global role of small lakes and ponds: little
things mean a lot. Limnetica 29, 0009-0024 (2010).

Dodson, S. I., Arnott, S. E. & Cottingham, K. L. The relationship in
lake communities between primary productivity and species rich-
ness. Ecology 81, 2662-2679 (2000).

Biggs, J., Von Fumetti, S. & Kelly-Quinn, M. The importance of small
waterbodies for biodiversity and ecosystem services: implications
for policy makers. Hydrobiologia 793, 3-39 (2017).

Oertli, B. et al. Does size matter? The relationship between pond
area and biodiversity. Biol. Conserv. 104, 59-70 (2002).
Holgerson, M. A. & Raymond, P. A. Large contribution to inland
water CO 2 and CH 4 emissions from very small ponds. Nat. Geosci.
9, 222-226 (2016).

DelSontro, T., Beaulieu, J. J. & Downing, J. A. Greenhouse gas
emissions from lakes and impoundments: Upscaling in the face of
global change. Limnol. Oceanogr. Lett. 3, 64-75 (2018).

Van Dijk, A. I. et al. The Millennium Drought in southeast Australia
(2001-2009): Natural and human causes and implications for water
resources, ecosystems. Econ. Soc. Water Resour. Res. 49,
1040-1057 (2013).

Diffenbaugh, N. S., Swain, D. L. & Touma, D. Anthropogenic
warming has increased drought risk in California. Proc. Natl Acad.
Sci. USA 112, 3931-3936 (2015).

Oki, T. & Kanae, S. Global hydrological cycles and world water
resources. Science 313, 1068-1072 (2006).

Peterson, T. J., Saft, M., Peel, M. & John, A. Watersheds may not
recover from drought. Science 372, 745-749 (2021).

Amrit, K., Pandey, R. P. & Mishra, S. K. Characteristics of meteor-
ological droughts in northwestern India. Nat. Hazards 94,
561-582 (2018).

Saunois, M. et al. The global methane budget 2000-2017. Earth
Syst. Sci. Data 12, 1561-1623 (2020).

Kirschke, S. et al. Three decades of global methane sources and
sinks. Nat. Geosci. 6, 813-823 (2013).

Bastviken, D., Cole, J., Pace, M. & Tranvik, L. Methane emissions
from lakes: dependence of lake characteristics, two regional
assessments, and a global estimate. Glob. Biogeochem. Cycles 18,
GB4009 (2004).

Cole, J. J. et al. Plumbing the global carbon cycle: integrating inland
waters into the terrestrial carbon budget. Ecosystems 10,

172-185 (2007).

Duarte, C. M. et al. CO, emissions from saline lakes: a global esti-
mate of a surprisingly large flux. J. Geophys. Res. Biogeosci. 113,
G04041 (2008).

Marotta, H., Duarte, C. M., Sobek, S. & Enrich-Prast A. Large CO,
disequilibria in tropical lakes. Glob. Biogeochem. Cycles 23,
GB4022 (2009).

Bastviken, D., Tranvik, L. J., Downing, J. A., Crill, P. M. & Enrich-Prast,
A. Freshwater methane emissions offset the continental carbon
sink. Science 331, 50-50 (2011).

Li, M. et al. The significant contribution of lake depth in regulating
global lake diffusive methane emissions. Water Res. 172,

15465 (2020).

Cooley, S. W., Ryan, J. C. & Smith, L. C. Human alteration of global
surface water storage variability. Nature 591, 78-81 (2021).

Nature Communications | (2022)13:5777

10


https://doi.org/10.5281/zenodo.7016548
https://doi.org/10.5281/zenodo.7016548

Article

https://doi.org/10.1038/s41467-022-33239-3

42.

43.

44,

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

Beaulieu, J. J., DelSontro, T. & Downing, J. A. Eutrophication will
increase methane emissions from lakes and impoundments during
the 21st century. Nat. Commun. 10, 1-5 (2019).

Davidson, T. A. et al. Synergy between nutrients and warming
enhances methane ebullition from experimental lakes. Nat. Clim.
Change 8, 156-160 (2018).

Gleeson, T., Wada, Y., Bierkens, M. F. & Van Beek, L. P. Water balance
of global aquifers revealed by groundwater footprint. Nature 488,
197-200 (2012).

Rodell, M., Velicogna, I. & Famiglietti, J. S. Satellite-based estimates
of groundwater depletion in India. Nature 460, 999-1002 (2009).
Tellman, B. et al. Satellite imaging reveals increased proportion of
population exposed to floods. Nature 596, 80-86 (2021).
Schindler, D. Lakes as sentinels and integrators for the effects of
climate change on watersheds, airsheds, and landscapes. Limnol.
Oceanogr. 54, 2349-2358 (2009).

Heino, J., Virkkala, R. & Toivonen, H. Climate change and freshwater
biodiversity: detected patterns, future trends and adaptations in
northern regions. Biol. Rev. 84, 39-54 (2009).

Adrian, R. et al. Lakes as sentinels of climate change. Limnol.
Oceanogr. 54, 2283-2297 (2009).

Arendt, A. et al. Randolph Glacier Inventory-A Dataset of Global
Glacier Outlines: Version 6.0: Technical Report, Global Land Ice
Measurements from Space. (National Snow and Ice Data

Center, 2017).

Rignot, E., Jacobs, S., Mouginot, J. & Scheuchl, B. Ice-shelf melting
around Antarctica. Science 341, 266-270 (2013).

Brown, J., Ferrians Jr, O., Heginbottom, J. A. & Melnikov, E. Circum-
Arctic map of permafrost and ground-ice conditions. (US Geological
Survey Reston, VA, 1997).

Lehner, B. & Grill, G. Global river hydrography and network routing:
baseline data and new approaches to study the world’s large river
systems. Hydrological Process. 27, 2171-2186 (2013).

Wang, J. et al. GeoDAR: Georeferenced global dam and reservoir
dataset for bridging attributes and geolocations. Earth Syst. Science
Data Discuss 14, 1-52 (2021).

Center for International Earth Science—Columbia University Infor-
mation Network—CIESIN. Gridded Population of the World, Version
4 (GPWv4): Population Density. (NASA Socioeconomic Data and
Applications Center, Palisades) (2018).

Center for International Earth Science—Columbia University Infor-
mation Network—CIESIN. Gridded Population of the World, Version
3 (GPWv3): Population Density. (NASA Socioeconomic Data and
Applications Center, Palisaded) (2005).

Krizhevsky, A., Sutskever, I. & Hinton, G. E. Imagenet classification
with deep convolutional neural networks. Communications of the
ACM 60, 84-90 (2017).

Hinton, G. et al. Deep neural networks for acoustic modeling in
speech recognition: the shared views of four research groups. IEEE
Signal Process. Mag. 29, 82-97 (2012).

Sutskever, I., Vinyals, O. & Le, Q. V. Sequence to sequence learning
with neural networks. In Advances in neural information processing
systems. 27 (Curran Associates, Inc., 2014).

LeCun, Y., Bengio, Y. & Hinton, G. Deep learning. Nature 521,
436-444 (2015).

Weiss, M., Jacob, F. & Duveiller, G. Remote sensing for agricultural
applications: a meta-review. Remote Sens. Environ. 236,

111402 (2020).

Reichstein, M. et al. Deep learning and process understanding for
data-driven Earth system science. Nature 566, 195-204 (2019).
Ma, L. et al. A review of supervised object-based land-cover image
classification. ISPRS J. Photogramm. Remote Sens. 130,

277-293 (2017).

64. Brandt, M. et al. An unexpectedly large count of trees in the West
African Sahara and Sahel. Nature 587, 78-82 (2020).

65. Yu, H. et al. Methods and datasets on semantic segmentation: a
review. Neurocomputing 304, 82-103 (2018).

66. Ronneberger, O., Fischer, P. & Brox, T. U-net: Convolutional net-
works for biomedical image segmentation. in International Con-
ference on Medical image computing and computer-assisted
intervention, 234-241 (Springer, Cham, 2015).

67. Tootchi, A., Jost, A. & Ducharne, A. Multi-source global wetland
maps combining surface water imagery and groundwater con-
straints. Earth Syst. Sci. Data 11, 189-220 (2019).

68. Long, J., Shelhamer, E. & Darrell, T. Fully convolutional networks for
semantic segmentation. In Proc. IEEE conference on computer
vision and pattern recognition. 3431-3440 (the Institute of Electrical
and Electronics Engineers, 2015).

69. Liu, Y. H. Feature extraction and image recognition with convolu-
tional neural networks. J. Phys. Conf. Ser. 1087, 062032
(2018).

70. Zeiler, M. D. & Fergus, R. Visualizing and understanding convolu-
tional networks. in European conference on computer vision,
818-833 (Springer, Cham, 2014).

71. Ribeiro, M., Lazzaretti, A. E. & Lopes, H. S. A study of deep con-
volutional auto-encoders for anomaly detection in videos. Pattern
Recognit. Lett. 105, 13-22 (2018).

72. Yamazaki, D. et al. MERIT Hydro: a high-resolution global hydro-
graphy map based on latest topography dataset. Water Resour. Res.
55, 5053-5073 (2019).

73. Zhao, S., Hao, G., Zhang, Y. & Wang, S. A real-time semantic seg-
mentation method of Sheep Carcass images based on ICNet. J.
Robot. 2021, 8847984 (2021).

74. Slater, J. A. et al. The SRTM data “finishing” process and products.
Photogrammetric Eng. Remote Sens. 72, 237-247 (2006).

75. Natural Resources Canada. CanVec Hydrography: Waterbody Fea-
tures. Version 12.0. Data. ftp://ftp2.cits.rncan.gc.ca/pub/canvec/
(2013).

76. Meyer, M. F., Labou, S. G., Cramer, A. N., Brousil, M. R. & Luff, B. T.
The global lake area, climate, and population dataset. Sci. Data 7,
1-12 (2020).

Acknowledgements

L.F. acknowledges the National Natural Science Foundation of China
(No. 41971304), and J.L. is supported by the Strategic Priority Research
Program of the Chinese Academy of Sciences and the Henan Provincial
Key Laboratory of Hydrosphere and Watershed Water Security (No.
XDA20060402). L.F. also acknowledges the Shenzhen Science and
Technology Innovation Committee (No. JCYJ20190809155205559), the
Stable Support Plan Program of the Shenzhen Natural Science Fund (No.
20200925155151006), and the Shenzhen Science and Technology Pro-
gram (No. KCXFZ20201221173007020). R.F. is supported by the
research grant DeReEco (34306) from Villum Fonden. J.T. is financially
supported by Swedish FORMAS mobility grant (2016-01580) and
acknowledges support from Lund University strategic research area
Modelling the Regional and Global Earth System, MERGE.

Author contributions

X.P. and Q.L.: methodology, data processing and analyses, and writing;
L.F.: conceptualization, methodology, funding acquisition, supervision,
and writing. Y.X. and E.M.: involved in the data processing and analysis.
JT.,XL,R.C,RF,MB., X.C., LG., JL., C.Z, W.L., and B.B. participated
in interpreting the results and refining the manuscript.

Competing interests
The authors declare no competing interests.

Nature Communications | (2022)13:5777


ftp://ftp2.cits.rncan.gc.ca/pub/canvec/

Article

https://doi.org/10.1038/s41467-022-33239-3

Additional information

Supplementary information The online version contains
supplementary material available at
https://doi.org/10.1038/s41467-022-33239-3.

Correspondence and requests for materials should be addressed to
Lian Feng.

Peer review information Nature Communications thanks Kelly Hondula,
Mathis Messager and Yves Prairie for their contribution to the peer
review of this work. Peer reviewer reports are available.

Reprints and permission information is available at
http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jur-
isdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license, and indicate if
changes were made. The images or other third party material in this
article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not
included in the article’s Creative Commons license and your intended
use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright
holder. To view a copy of this license, visit http://creativecommons.org/
licenses/by/4.0/.

© The Author(s) 2022, corrected publication 2022

Nature Communications | (2022)13:5777

12


https://doi.org/10.1038/s41467-022-33239-3
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

	Mapping global lake dynamics reveals the emerging roles of small lakes
	Results
	Determination of global lake extent
	Four decades of lake changes
	The outsized role of small lakes in global lake size variability
	Updated estimates of lacustrine carbon emissions

	Discussion
	Methods
	Data sources
	Mapping global lakes using deep learning
	Accuracy assessments and comparisons with previous global lake datasets
	Analyzing lake size changes over four decades
	Lake changes under different geographic conditions
	Estimation of lacustrine carbon emissions and changes
	Uncertainty and limitations

	Data availability
	Code availability
	References
	Acknowledgements
	Author contributions
	Competing interests
	Additional information




