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RIVER FLOW

Anthropogenic climate change has influenced global

river flow seasonality

Hong Wang'?, Junguo Liu™3**, Megan Klaar?, Aifang Chen’, Lukas Gudmundsson®, Joseph Holden?

Riverine ecosystems have adapted to natural discharge variations across seasons. However, evidence
suggesting that climate change has already impacted magnitudes of river flow seasonality is limited
to local studies, mainly focusing on changes of mean or extreme flows. This study introduces the use of
apportionment entropy as a robust measure to assess flow-volume nonuniformity across seasons,
enabling a global analysis. We found that ~21% of long-term river gauging stations exhibit significant
alterations in seasonal flow distributions, but two-thirds of these are unrelated to trends in annual
mean discharge. By combining a data-driven runoff reconstruction with state-of-the-art hydrological
simulations, we identified a discernible weakening of river flow seasonality in northern high latitudes
(above 50°N), a phenomenon directly linked to anthropogenic climate forcing.

nthropogenic climate warming, which
could drive changes in the hydrological
cycle, has received increasing attention
(I). Water availability, a key concern, is
directly related to ecosystem functions
and societal interactions (2, 3). However, hu-
man activities are altering river flow pat-
terns worldwide, both directly through flow
regulations and indirectly through land-use
change and the impacts of anthropogenic cli-
mate change (ACC) on air temperature, precipi-
tation, soil moisture, and snowmelt regimes
(4-6). Consequently, more than two-thirds of
the world’s rivers have been altered even with-
out considering the indirect impacts from ACC,
which is characterized by human-induced alter-
ations in greenhouse gases and aerosols (7).

River flow seasonality (RFS) plays a critical
role in floods and droughts, threatening water
security and freshwater biodiversity (4, 8). For
example, a substantial portion of the early melt-
water from snowpack depletion may ultimately
flow into oceans without being available for
human use (9). In addition, weakening RFS
(e.g., flood frequency reduction) can greatly
simplify community-wide riparian plant net-
works (70, II). Riparian vegetation subsequently
influences freshwater biota to make seasonal
use of riparian areas and floodplains for feed-
ing or breeding purposes (12).

Recent studies have shown a tendency for
changes in RFS from timing or magnitude per-
spectives (5, 6, 13). However, these studies either
lack global representativeness or fail to consider
the impact of ACC explicitly. Nonetheless, there
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is growing evidence that ACC has influences on
seasonal river flow, as indicated by climate and
hydrological model simulations (4, 15). More-
over, human-induced seasonal changes were
detected in the western United States (16). How-
ever, the question of whether ACC is detectable
in the magnitude of RFS at global scales re-
mains unanswered, and it is challenging to
transfer the evidence across regions, as river
flow may vary locally because of atmospheric,
oceanic, and terrestrial modulation (77).

In this study, we used in situ observations
of monthly average river flow (78) from 10,120
gauging stations with either a minimum data
length of 35 years or uncertainty-controlled
shorter records from 1965 to 2014. In addi-
tion, we used recently published datasets of
observation-based global gridded runoff (GRUN)
reconstructed from data-driven models cali-
brated with observations to achieve global-scale
coverage (19). Multimodel results from the Inter-
Sectoral Impact Model Intercomparison Project
phase 2b (ISIMIP2b) are presented for detect-
ing and attributing observed changes to human
influences on the climate system (20). To inform
our global analysis of seasonal flow regimes, a
generalized seasonality index was developed
by using apportionment entropy (AE) (21). AE
nonparametrically quantifies how evenly flow
rates are distributed across months; high AE
indicates a uniform distribution (low RFS), and
low AE points to large month-to-month differ-
ences (high RFS). AE can be used to characterize
changes in a hydroclimatological context because
it is statistically well suited to the character-
istics of highly variable flow regimes (21, 22).

Changes in the trend of river flow seasonality

The northern high latitudes (above 50°N) showed
discernible weakening in the seasonal cycle of
river flow [increasing AE (fig. S1)] (Fig. 1). In
northern North America (N. NA), ~40% of sta-
tions showed significantly decreasing RFS (P <
0.05). In comparison, only ~2% showed signif-
icantly increasing trends of RFS. Similar re-
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with ~32% of stations showing significantly .

creasing seasonality and only ~1% of stations
showing significantly increasing seasonality.
We further found a comparable pattern in
Europe (EU), with ~19% of the stations experi-
encing significantly decreasing RFS, mainly
located in northern Europe (N. EU), western
Russia (W. RU), and the European Alps, where-
as ~4% showed significantly increasing RFS,
mainly concentrated downstream of the Alps
(Fig. 1C). In addition, regions in the contiguous
United States (CONUS) present predominantly
decreasing trends of RFS overall, except for
rivers in the Rocky Mountains and Florida in
the western and eastern CONUS, respectively.
In central North America (C. NA), significantly
decreasing RFS trends account for ~18% of
stations, in contrast with 4% that show signif-
icantly increasing RFS trends (Fig. 1D). W. RU,
upper Midwest (U. Midwest), and S. SI display
greater changes in magnitude for RFS trends.
Although more than half of the stations in the
northern high latitudes showed no statistically
significant (P > 0.05) trends, both the signif-
icant and nonsignificant trends tell the same
story, that is, RFS decreased in the northern
high latitudes. Contrary to the above results,
increasing RFS was observed in ~25% of the
stations in southeast Brazil (S. BR) versus
~49% with decreasing RFS. Global patterns in
seasonality trends during the more recent pe-
riod of 1970 to 2019 generally agree with the
trends computed for the 1965 to 2014 time frame
(fig. S2). Howeyver, it should be noted that some
spatial resolution was lost when we used the
1970 to 2019 time window, for example, in
W. RU, because data are not available for a
sufficient length of time.

Monthly high- and low-flow changes
mediate seasonality

For better interpretation of seasonal varia-
tions, AE trends were combined with annual
mean river flow trends (fig. S3A) to divide sta-
tions into six types (Fig. 2). For each station,
we define low-flow months as the three calen-
dar months with the lowest long-term month-
ly mean river flow, whereas high-flow months
are the three calendar months with greatest
monthly mean flow. Therefore, trends in low-
and high-flow months (T ;) contribute to an-
nual mean and seasonal variations of river flow.
We found seasonal variations in the northern
high latitudes to be dominated by increasing
low flows and decreasing high flows (L+H-;
increasing trends of low flows and decreas-
ing trends of high flows), accounting for
~46% of sites, and increasing low flows (L+H*;
increasing trends of low flows and nonprom-
inent changes in high flows) solely account-
ing for ~14%. These two patterns result in a
significant decrease in RFS with no significant
annual mean trends (L+H-) or significantly
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Fig. 1. RFS trends represented by AE (% decade™) over 50 years (1965 to
2014). (A) Map shows stations with significant RFS trends (P < 0.05); green represents
increasing RFS and decreasing AE trends, and brown represents decreasing RFS

and increasing AE trends. Stations with nonsignificant changes (P > 0.05) are
represented by smaller gray dots. The five boxes mark the regions of interest: N. NA,
EU, S. SI, C. NA, and S. BR. (B) Pie charts show the distribution of significant

increasing annual mean trends (L+H*). The dis-
tribution of the two patterns agrees with
broad-scale climate trends in snowmelt-domi-
nated regions (N. NA, N. EU, W. RU, S. SI,
higher-elevation European Alps, U. Midwest,
and northeast CONUS) (Fig. 2). Out of 1137 sta-
tions in the snowmelt-dominated areas (Fig. 2A,
gray regions), 979 were experiencing signif-
icant weakening of RFS. Around 30% of river
gauges displayed significantly increasing RFS
and prominent low-flow decreases, herein rep-
resented as L-H* (~12%) and L-H+ (~18%),
such as in Florida and the Rocky Mountains in
the CONUS, lower catchments of the European
Alps, and S. BR. A smaller number of sites ex-
perienced changes in high-flow months, includ-
ing L*H+ (~2%) and L*H- (~8%), suggesting
that high flows alone play a minor role in in-
fluencing RFS trends.

Overall, most stations showed L+H- and
L-H+ (~65%), indicating that low and high
flows interact to affect seasonality and mask
annual mean trends of river flow (fig. S3B).
Moreover, the proportion of sites (L-H* and
L+H*; ~26%) where low-flow variations are
the predominant factor is double that of high-
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flow variations (L*H+ and L*H-; ~9%), high-
lighting the key role that low-flow changes
played in the AE shifts. Trends of annual low
and high flows were analyzed separately (fig.
S4), supporting our findings that increasing
river flow in low-flow months is contributing
to weakening RFS in the snowmelt-dominated
areas.

Our results are consistent with those of other
studies that have explored seasonal trends at
regional scales. For example, earlier timing
and reduced flood magnitude have been ob-
served in N. EU, W. RU, and the European Alps
(5, 6). Previous studies also support findings
of stations facing increasing RFS. For instance,
the frequency of low-flow events increased
in the low-flow season (23), corresponding to
the spreading of L-H+ and L-H* categories.
In the Rocky Mountains region (CONUS),
early snowmelt can reduce river flow in low-
flow months owing to less extensive spring
snow cover (L-H*), which aligns with (17). More-
over, stations characterized by L-H+, such
asthose in S. BR, suggest a high risk of hazards
from both drought and flood events, which
aligns with (24, 25).
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(P < 0.05, hatched) and nonsignificant (P > 0.05, solid) trends, corresponding to
the direction of increasing (green) and decreasing (brown) RFS trends in five
boxed regions. (C and D) Subareas in (C) EU and (D) C. NA that were dominated
by the same AE change direction are delimited by dashed gray lines: N. EU,

W. RU, the high-elevation European Alps, Pacific Northwest, upper Midwest, and
northeast CONUS. Significance was estimated by the Mann-Kendal trend test.

Regional seasonality changes

and potential mechanisms

To understand the change of RFS trends region-
ally, we focused on annual mean and month-
ly river flow trends and normalized flow
regimes in nine hotspots (fig. S5). Increasing
trends were most pronounced in low-flow
months, except in S. BR, which was in agree-
ment with a large proportion of L+H- and
L+H* stations (Fig. 2). This suggests that the
upper limit of the environmental flow envel-
opes is increasingly being exceeded during
low-flow months in high latitudes (26). To in-
terpret the potential mechanism of RFS trends,
we chose subspaces of nine hotspots for a finer
analysis (fig. S6). In snowmelt-dominated re-
gions, decreasing snow fraction corresponding
to snow-rain transition and snowpack deple-
tion plays a more important role in shaping RFS
than precipitation. Warmer temperatures can
deplete snowpacks, contributing to greater
frequency of high-flow events and lower fre-
quency of low-flow events prior to the normal
flood season, and hence reducing monthly dif-
ferences in river flow (5, 23). Early spring green-
ing, closely related to early spring snowmelt,
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can exacerbate soil moisture deficits in spring
and summer [high-flow months in snowmelt-
dominated areas; e.g., the Alps (fig. S6)] (27).
This can indirectly dampen river flow regimes
by reducing runoff generation in high-flow
months. However, decreasing RFS can also
coincide with increasing soil moisture in high-
flow months [e.g., W. RU (fig. S6)]. More pre-
cipitation falling as rain when air temperatures
are around freezing is associated with shal-
lower snowpacks and likely increased infiltra-
tion resulting from less frozen upper soil layers
and therefore leads to a rise in soil moisture
and smaller floods in the spring flood season
(5). Soil moisture initially decreased before in-
creasing in N. NA, northeast CONUS, and S. SI,
indicating a shift of primary driving factor (fig.
S6). Additionally, permafrost mass loss may
continue to generate runoff thereafter [e.g.,
S. SI (fig. S5E)] (28).

Precipitation plays a more important role
in RFS in non-snowmelt-dominated regions.
For instance, seasonality of precipitation and
river flow are positively correlated (table S1;
Spearman rank correlation coefficients, 7 = 0.65)
owing to the dominance of rain in the coast
of the Pacific Northwest (fig. S6) (23). Similarly,
increased RFS is associated with increased
precipitation seasonality in S. BR (table S1; 7 =
0.93) (fig. S6), in agreement with (29). We no-
ticed that most stations in the Pacific North-
west show increasing monthly river flow in
the late spring and summer, contradicting the
findings of previous studies (fig. S5F) (4, 30).
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The reason for the difference between results
may be due to varied El Nifio Southern Oscil-
lation (ENSO) impacts in different study pe-
riods (31). Temperature anomalies in ENSO
phases strongly influence precipitation and
snow accumulation and in turn affect spring
and summer river flow.

Climate change detection and attribution
analysis of RFS trends

To investigate whether ACC has caused the
consistent decreasing trends of RFS in north-
ern high latitudes, we augmented the assess-
ment of in situ observations with an analysis
of the GRUN to obtain a comprehensive spa-
tial and temporal representation of RFS trends
(19). The reconstructed spatial trend patterns
of AE were compared with the correspond-
ing trend pattern estimated by a multimodel
ensemble mean of 27 simulations from glob-
al hydrological models (GHMs) (20). These
GHMSs considering human water and land
use (HWLU) are driven by atmospheric data
from climate models that account for histor-
ical radiative forcing (HIST) (scenario abbre-
viated as HIST&HWLU) (20). The simulated
trends were consistent with the reconstruc-
tion, highlighting that the GHM simulations
generally capture the observed changes (Fig. 3,
A, B, and D). Simulations from GHMs also
showed a general agreement above 50°N that
supports the spatial pattern of RFS changes
(fig. S7). Some differences are expected be-
tween the multimodel mean and observations.
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For example, the magnitude of AE trends was
weaker in the multimodel mean. This weaker
magnitude is most likely due to the averaging
across the ensemble that reduces the effects
of internal variability in the climate forcing,
whereas the GRUN reconstruction represents
a single observed evolution of the system (32).
GRUN does not account for the effects of HWLU,
which possibly caused some differences in the
magnitude of AE trends. In addition, the high
uncertainties of GRUN reconstruction and
multimodel simulations possibly contribute
to the disagreement in the Arctic region of
northern Canada. However, the simulated trends
in AE that are derived from GHMs that account
for HWLU and are driven with atmospheric
variables from preindustrial control climate
models simulations (Picontrol&HWLU) failed
to capture the observed changes (Fig. 3, C and
D), indicating that HWLU is not contributing
to the weakening pattern of RFS. Analyses
from 1970 to 2019 showed the same trends in
RFS, indicating that simulations are consistent
with observations only when ACC is consid-
ered (figs. S8 and S9).

To quantitatively assess the influence of ACC
on the observed spatial pattern and temporal
evolution of RFS across northern high latitudes,
correlation-based (17, 32, 33) and optimal finger-
printing methods (17, 33, 34) were used to test
against the null hypothesis that there is no
detectable pattern of AE trends in the obser-
vations resulting from ACC. The correlation
approach uses all available AE trends and
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Fig. 3. Comparison of AE trends from observation-based reconstructions
and global hydrological models for 1965 to 2014 (% decade™) in the
northern high latitudes (above 50°N). (A) Reconstruction from GRUN.

(B and C) Simulated changes based on the multimodel mean that account

for HWLU under the effects of either HIST (B) or Picontrol (C). Areas with
annual precipitation <100 mm and Greenland are masked in gray. (D) Multimodel

[cOrTiemporary(HIST, GRUN)] across 50°N to 90°N. Spearman correlations
between the multimodel mean from HIST&HWLU simulations and 216 chunks of
Picontrol simulations with 50-year segments are shown as an empirical
probability density function in gray. Vertical blue lines mark the 95 and 99%
cumulative probabilities of an assumed normal distribution for the correlations.
(Inset) The confidence interval of the scaling factor plot from optimal

(mdl) mean time series of annual AE anomalies for HIST&HWLU and
Picontrol&HWLU responses and GRUN observations averaged for the

northern high latitudes (above 50°N). The red spread is ensemble standard
deviation of HIST&RHWLU, and thin gray lines are 27-model results of
Picontrol&HWLU. (E) Correlations of AE anomalies between simulations with and
without ACC [cOrTiemporary(Picontrol, HIST)] or observation-based reconstruction

anomalies of simulations under HIST&HWLU
and Picontrol (table S2). The spatial correlations
between HIST simulations and a large ensem-
ble of the Picontrol simulations were calcu-
lated from the multimodel simulation mean
of AE trends forced with HIST and every chunk
(216 estimates) of AE trends with Picontrol con-
ditions (fig. S10). There was a 95% probability
that the spatial Spearman correlations between
multimodel mean of HIST simulations and
GRUN [cOrITgpui(HIST, GRUN)] were greater
than what was expected from Picontrol simula-
tions [corTgpaia(Picontrol, HIST]). This strongly
suggests that ACC is the underlying cause for
the spatial pattern of RFS. In addition, the
temporal correlation of AE anomalies between

Wang et al., Science 383, 1009-1014 (2024

simulated variability.

multimodel mean of HIST simulations and
GRUN [cOITtemporary(HIST, GRUN)] was larger
than for all correlations from Picontrol versus
HIST [cOITtemporary(Picontrol, HIST)] at 99%
confidence level (Fig. 3E). These findings fur-
ther confirm that human-induced emissions
contribute to the decrease in RFS in the north-
ern high latitudes.

An additional test used regularized opti-
mal fingerprinting (34). Observations (y) are
regressed on the multimodel mean of the sim-
ulation forced with HIST&HWLU (x) while
considering sampling error v and natural var-
iability derived from Picontrol&1860soc (g):
Yy = B (x-v) + €. The inset in Fig. 3E displays
the scaling factor  above zero at 99% con-

1 March 2024

fingerprinting method with an uncertainty range of 0.5 to 99.5%. A signal
was detected if the lower confidence bound was >0 (the solid line). The
amplitude of the mean response was consistent with the observations

if the confidence interval included 1 (the dashed line). The RCT passed (P > 0.1),
indicating the consistency between the regression residuals and the model-

fidence level in the experiment of HIST, suggest-
ing that the simulations capture the observed
AE changes when human-influenced climate
changes are considered. Furthermore, the con-
fidence interval of scaling factor § under HIST
includes one, which implies that the magni-
tude of the simulated trend is consistent with
the observations. Moreover, a residual con-
sistency test (RCT) did not indicate an incon-
sistency between the regression residuals and
the model-simulated variability (P > 0.1). An
overall climate change detection and attri-
bution analysis for 1970 to 2019 provided
further evidence that human-induced emis-
sions continue to contribute to decreased
RFS in the northern high latitudes (fig. S11).
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The primary climate change detection and
attribution assessment that focuses on the
northern high latitudes to optimize the signal-
to-noise ratio is complemented with regional
assessment (fig. S12). Changes of RFS were
captured with 10 to 90% confidence intervals
in Alaska, northern Europe, and northern Asia,
defined by the Intergovernmental Panel on Cli-
mate Change Special Report on Extreme Events,
only if ACC is considered. These results confirm
the robustness of our conclusions regarding the
influence of ACC on the temporal evolution of
RFS in the northern high latitudes. Seasonality
changes were also detected by model simula-
tions that account for anthropogenic emissions
in central America, southern Africa, and east
Asia. This finding implies that human-induced
emissions potentially exert an influence on the
seasonality of monsoon precipitation and con-
sequent runoff dynamics.

We acknowledge that human interference,
such as flow regulation through reservoirs, may
also contribute to RFS changes (35). Notably,
however, more than three-fifths of the in situ
observations, which are free from reservoir flow
regulation (located in the subbasins with zero
degree of regulation), exhibited the same spa-
tial pattern of RFS trends as identified in our
global dataset (fig. S13). Moreover, an obser-
vational reconstruction runoff derived from
GRUN, which is free from human interference
(including reservoirs, human water manage-
ment, and land-use change), demonstrated a
similar trend to that observed at the stations,
though with smaller magnitudes of RFS trends
(fig. S14:). Additionally, simulations replicating
preindustrial climate conditions but considering
historical human activities (Picontrol&HWLU)
failed to reproduce the trend of RFS in the
northern high latitudes. Combining the cli-
mate change detection and attribution anal-
ysis for grid cells where direct observation
data are available robustly showed that ACC
contributes to the weakening of RFS in the
northern high latitudes (fig. S15). We note that
historical natural climate forcing (i.e., solar
and volcanic activity) was not excluded when
using ISIMIP2b to undertake the climate change
detection and attribution analysis (36). None-
theless, natural climate forcing has a limited
impact on river flow owing to much smaller
solar changes compared with ACC (37) and
the short-lived influence of volcanic eruptions
(88). Furthermore, no significant trends of pre-
cipitation seasonality have been observed in
the northern high latitudes, demonstrating
that precipitation seasonality change cannot
account for our results (fig. S16). It is likely that
observed rain-snow transition and increas-
ing snowmelt under global warming led to a
weakening trend of RFS in the northern high
latitudes (fig. S6 and table S1). The underlying
physics behind this assertion is temperature
driven rather than precipitation driven, and

Wang et al., Science 383, 1009-1014 (2024

ACC is acknowledged to far surpass natural
forcing in dominating a warming future (37).

Our findings present changes in the seasonal
cycles of river flow by adapting an AE perspec-
tive and clearly demonstrate that decreased
RFS is attributable to ACC in the northern
high latitudes. Possible climatic mechanisms
that might drive flow-regime dampening under
ACC include early snowpack depletion (23),
loss of glacier extent (39), permafrost loss
(40), increasing proportion of precipitation
as rainfall (4I), and shorter freezing periods
(42, 43) interacting with ocean-atmosphere
oscillations (31). Depending on the region, some
of these drivers can be more important than
others in explaining RFS changes.

This study provides a standpoint for under-
standing changing seasonal patterns of river
flow. There is an increasing need for accel-
erated climate adaptation efforts to safeguard
freshwater ecosystems, achieved through, for
example, use of managed environmental flows
(8). Additionally, these efforts are essential for
establishing sustainable water resource man-
agement by identifying and mitigating risks
related to flood and drought, exploring seasonal
storage opportunities, and optimizing alloca-
tions for irrigation or hydropower generation
(4, 44). It should be noted that water manage-
ment might synergistically contribute to RFS
dampening (35, 45). Therefore, it is essential
to develop mitigation strategies and adapta-
tion planning to alleviate the future homoge-
nization of seasonal river flow, particularly in
locations such as European Russia, Scandinavia,
and Canada.
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